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ABSTRACT 

MODELLING AND INVESTIGATION OF BORON-BASED 

NANOSTRUCTURES 
 

Duygu TAHAOĞLU 
Ph.D. in Materials Science and Mechanical Engineering 

Advisor: Prof. Dr. Murat DURANDURDU 
Co-Advisor: Assist. Prof. Fahri ALKAN 

June 2022 

Polyhedral boron clusters and their applications have been subject to research in 

many fields such as medicine, materials science, catalytic applications, energy studies, 

etc. These molecules owe their popularity to their exceptional 3D stable structures, as 

well as their various sought-after properties in many applications. This doctoral thesis 

was prepared within the focus of a computational investigation of different polyhedral 

borane and carborane clusters by using DFT methods. The results of our studies were 

reported in two main chapters (Chapters 3 and 4). In the first part (Chapter 3), theoretical 

evaluation of relative stabilities and electronic structure for [BnXn]2− clusters were 

provided. The structural and electronic characteristics of [BnXn]2− clusters were examined 

by comparison with the [B12X12]2− counterparts with a focus on the substituent effects (X 

= H, F, Cl, Br, CN, BO, OH, NH2). The effects of the substituents were discussed in 

relation to their mesomeric (±M) and inductive (±I) effects. The results showed that the 

icosahedral barrier can be reduced through substitution by destabilizing the [B12X12]2− 

cluster with symmetry-reducing ligands or ligands with +M effects rather than stabilizing 

the larger clusters. In the second part (Chapter 4), the investigation of the photophysical 

properties of carborane-containing luminescent systems was presented. The o-CB-Anth 

system is known to exhibit a dual-emission property by radiating in the visible region 

from two low energy conformations with local excited (LE) and hybridized local and 

charge transfer (HLCT) characters, however, it shows a very low emission quantum yield 

in solution state similar to many other CB-luminescent systems. In this section, the 

excited-state potential energy surface (PES) of o-CB-Anth and o-CB-Pent were 

investigated in detail and the effect of a low-lying CT on the low quantum yield was 

discussed.  

Keywords: Borane dianions, Icosahedral barrier, Carboranes, Luminescent 

materials, Substitution 
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ÖZET 

BORON BAZLI NANO YAPILARIN MODELLENMESİ VE 

İNCELENMESİ 
 

Duygu TAHAOĞLU 
Malzeme Bilimi ve Makine Mühendisliği Anabilim Dalı Doktora 

Tez Yöneticisi: Prof. Dr. Murat DURANDURDU 
Eş Danışman: Assist. Prof. Fahri ALKAN 

Haziran-2022 
 

Çokyüzlü bor kümeleri ve uygulamaları tıp, malzeme bilimi, katalitik uygulamalar, 

enerji çalışmaları vb. Birçok alanda araştıma konusu olmuştur. Bu moleküller, 

popülerliklerini kararlı 3 boyutlu yapılarının yanında sahip oldukları, ve birçok uyglama 

alanında aranan özelliklerine borçludur. Bu doktora tezi, farklı çokyüzlü boran ve 

karboran kümelerinin yoğunluk fonksiyonu theorisi metotları kullanılarak hesaplamalı 

olarak incelenmesi odağında hazırlanmıştır. Çalışmalarımızın sonuçları iki ana bölümde 

rapor edilmiştir (Chapter 3 ve 4). Birinci bölümde, [BnXn]2− kümelerinin bağıl 

kararlılıklarının ve elektronik yapılarının teorik bir değerlendirmesi verilmektedir. 

[BnXn]2− kümelerinin yapısal ve elektronik karakterleri, [B12X12]2− molekülleri ile 

karşılaştırılarak, sübstitüent etkileri (X = H, F, Cl, Br, CN, BO, OH, NH2) incelendi. Bu 

etkiler, substitüentlerin mezomerik (±M) ve endüktif (±I) etkileriyle ilişkilendirilerek 

tartışıldı. Sonuçlar, ikosahedral bariyerin, daha büyük kümeleri stabilize etmek yerine 

simetriyi azaltan ligandlar veya +M etkileri olan ligandlarla [B12X12]2− kümesini 

kararsızlaştırarak azaltılabileceğini göstermektedir. İkinci bölüm, karboran kümeleri ve 

bunların ışık yayan sistemler üzerindeki etkileri çerçevesinde yaptığımız çalışmayı 

kapsamaktadır. o-CB-antrasin sisteminin, yerel uyarılmış (LE) ve hibritleştirilmiş yerel 

ve yük transferi (HLCT) karakterlerine sahip iki düşük enerjili konformasyondan görünür 

bölgede ışıma yaparak çift emisyon özelliği gösterdiği bilinmektedir, ancak diğer birçok 

CB bazlı ışık yayan sistemde de görüldüğü gibi çözücü içerisinde çok düşük emisyon 

kuantum verimine sahiptir. Bu bölümde, o-CB-Anth ve o-CB-Pent sistemlerinin 

uyarılmış durum potansiyel enerji yüzeyi (PES) detaylı olarak incelenmiş ve düşük 

seviyeli bir yük transfer (CT) durumunun kuantum verimi üzerindeki etkisi tartışılmıştır. 

 

Anahtar kelimeler: Boran dianyonlar, İkosahedral bariyer, Karboranlar, Işık yayan 

malzemeler, İkame türevler  
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Chapter 1 

 
Introduction 

1.1 Motivation of the Study 

For a few decades, the focus of the experimental and theoretical studies on various 

boron-based clusters such as bare boron clusters, boranes, carboranes, metallaboranes, 

etc., have been to identify stable and low-energy conformations while exploring their 

electronic and chemical properties for potential applications. Among the boron-based 

molecules, polyhedral boranes and carboranes have drawn significant attention for the 

development of new generation materials exhibiting sterling qualities such as structural 

durability, functional electrical and magnetic properties, etc. The polyhedral boron 

chemistry has been dominated by the icosahedral clusters of borane dianions, carboranes, 

and their metal incorporated derivatives due to their highly stable structures. Although 

theoretical studies suggest the possibility of larger borane hydrides beyond the 

icosahedral dianion, the obstacle to their isolation has not been overcome yet. The 

synthesis of supraicosahedral geometries was succeeded only by the inclusion of carbon 

(carboranes) or metal atoms (metallaboranes) in the skeletal cage structure. In Chapter 3, 

the stability of boron hydride and derivative dianions of different sizes were compared, 

and the effects of functionalization on the barrier and the possibility of the isolation of 

larger dianions were discussed. 

An important application of boron-based systems the development of next-

generation luminescent materials with tunable properties. In that regard, tunability of the 

light-emitting materials within the carborane-fluorophore architecture appears as an 

exciting research area. In our study, we provide a new physical insight for the underlying 

mechanism of low emission efficiency for carborane-fluorophore systems in the solution 

state and to demonstrate the effects of some molecular modifications on their 

photophysical characteristics in our study presented in Chapter 4. 
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Although the high number of studies on these fields reveals many extraordinary 

properties of boron, resulting from its electron-deficient nature, boron chemistry is 

relatively new to carbon chemistry and still has many unexplored features. Therefore, 

there are still broad applications and inherent properties to be discovered for these 

materials. 

 

1.2 Overview 

This dissertation is organized as follows:  

The first chapter briefly introduces the boron chemistry which mainly arises from 

the electron-deficient nature of boron element. In this chapter, molecular structures and 

bonding motifs formed by boron elements, their properties, and the historical 

development of boron chemistry are covered. Special attention will be paid to the 

polyhedral borane and carborane clusters. 

The second chapter provides theoretical quantum chemistry concepts, covering 

general information about density functional theory (DFT) and time-dependent density 

functional theory (TDDFT). 

Chapter 3 describes our work on the substituent effects on the electronic structures 

and stability of different sized borane dianion clusters. The effect of functionalization on 

the icosahedral barrier for the realization of larger clusters is also discussed. 

In chapter 4, the excited state characters are investigated for the o-carborane-

anthracene system, and the origins of its low quantum yield in solution are addressed. 

Finally, in chapter five, the main conclusions of this dissertation are provided with 

a brief summary and a few concluding remarks for further developments are mentioned. 

 

1.3 Boron Sources at a Glance 

Boron is commonly found in earth, rocks, and water. Due to its high chemical 

affinity for other elements, it is not found as a free element in nature, but in the form of 

minerals, especially as borates and borosilicates. High concentrations of boron deposits 

in economic size, commonly as oxide compounds, are mostly found in arid, high volcanic 

and geothermal regions of Turkey and the USA. Figure 1.1 presents that the important 

boron deposits in the world with approximately 73% of the total reserve are found in 
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Turkey, and this is followed by Russia and the United States with 7.7% and 6.2%, 

respectively[1].  

Although boron salts have been used for hundreds of years to serve many purposes, 

the mystery over its unique chemistry has continued until the middle of the 20th century. 

Boron products are currently used in domestic requirements such as glass, cleaning-

detergent, agriculture, adhesive, etc. However, the recently uncovered features of boron 

bring a potential for its use in wider and more advanced technologies, and it is of great 

importance for Turkey to know the boron in detail and to research its applications in all 

aspects.  

 

Figure 1. 1 Distribution (%) of the total B2O3 reserves of the world by country.[1] 
 

1.3.1 A Brief Introduction to Boron Chemistry 

Carbon element has a very special place in chemistry due to its ability to form 

molecules of unlimited types in various sizes by covalent bonding. Its compounds are 

built by these conventional covalent bonds, leading to chain-like structures and rigid 

rings. Despite lying next to carbon in periodic table, bonding nature and ability of boron-

containing systems is still an active research area, particularly in cluster chemistry. 

Moreover, the way of forming compounds of boron is not always as clear and 

straightforward as that of carbon, and boron rich systems presents electronic and 

structural complexity.  
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Boron element, a metalloid, is the lightest member of the IIIA group in the periodic 

table. Its electron deficient nature is the main reason behind its two-face chemistry. Two-

face chemistry is used to refer to its ability to make both classical 2-center-2-electron (2c-

2e) σ-bonds, similar to those of the neighboring carbon element (e.g., BH4-, the analog of 

CH4 molecule) and multicenter bonding. It is the latter that we are going to address in the 

scope of this thesis. 

Since boranes do not naturally exist, the discovery of their unusual features had to 

wait for the synthesis of the first borane molecules. After the first report of a diborane 

structure with a gas-phase electron diffraction analysis in 1937[2], a bridging hydrogen 

and triangle BHB motifs were observed for many other borane molecules as well. The 

unusual 3-center-2-electron (3c-2e) bond model was formulated by W. N. Lipscomb to 

explain these structures, which was a revolution for the theory of chemical bonding, 

resulting in the award of a Nobel Prize in 1976 for his studies on the structure of boranes 

illuminating problems of chemical bonding [3–5].  

Owing to its electron-deficient nature, boron-based molecules exhibit a structural 

complexity resulting in hypercoordination. In elemental boron clusters, the molecular 

structures vary according to the varying number of boron atoms. Although the systematic 

attempt to understand the structures of bare boron clusters with computational methods 

dates back to the early 1990s[6,7], the first experimental data were obtained in 2002 by 

Wang et. al with the observation of B5 and B5- clusters[8]. Since then, the structure of 

size-selected clusters and the nature of their chemical bonding have been investigated by 

photoelectron spectroscopy in combination with theoretical calculations[9–28]. 

Photoelectron spectroscopy, being a powerful technique in analyzing the electronic 

structure of matters, allows us to investigate the nature of the chemical bonding of the 

molecules by using ultraviolet (UV) or visible light sources.  From a structural point of 

view, all these studies revealed that the energetically favorable small elemental boron 

clusters exist in a planar/quasi planar orientation consisting of triangular lattices. A 

general structural trend for anionic bare boron clusters is shown in Figure 1.2.  
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Figure 1. 2 A summary of the global minima of Bn- clusters (n = 3 – 25, 27) confirmed 
by experiment. Close-lying isomers are also shown for B25- and B27-.[29] Copyright 
2015 Taylor & Francis Online 

 

Experimental results supported by computational simulations show that elemental 

boron clusters exhibit a 2D®3D transition after a critical size of B20[14,30]; thus, the first 

tubular type boron cluster, which can be considered as a seed for boron nanotubes, was 

observed. On the other hand, it has been computationally shown that the transition to 3D 

structure occurs earlier in cationic clusters (B16+)[17,31], most likely due to the electron 

loss from already electron-deficient structure, which forces the molecular pattern to fold 
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closer. In the case of anionic boron clusters, this transition takes place at a much larger 

size; the clusters up to 30 atoms were shown by the experimental and computational 

works that the planar/quasi-planar structures are still at the global minimum[28].  

Due to its electron deficiency, all-boron clusters tend to be somehow curved; and 

unlike neighboring carbon, they cannot form sheet-like structures built up by honey-comb 

lattices such as graphene. However, for large boron clusters with a planar orientation, 

which are called borophenes, stability is provided with one or more hexagonal spaces 

through the triangular pattern[26–28]. The highly stable planar B36 cluster, reported by 

Piazza et al.[32], and subsequently B35 cluster, reported by Li et al.[33], are important in 

showing that all-boron sheets (borophenes) with hexagonal vacancies are potentially 

viable. After these studies, new members of the borophene family have also been added 

to the literature[34–36]. 

Given the similarities between carbon-based molecules, it would not be surprising 

to expect boron clusters to form structures similar to fullerenes. Although studies on these 

clusters, which are called borospherenes, progress generally on a theoretical basis, the 

first all-boron fullerene-like cage cluster B40 was observed experimentally by Zhai et. al 

in 2014[37]. Chemical bonding analysis revealed the σ and π delocalized bonds through 

B40 borospherene, but unlike C60 fullerene, the cluster was found to possess heptagonal 

faces on its surface. It has been shown by preliminary studies that this cluster has an 

important potential to be used for hydrogen storage. Further computational investigations 

resulted in different medium size stable boron clusters, especially B80, being reported as 

well[16,38].  

The stable structure of boron clusters can be summarized with the principle put 

forward by Boustani and Quandt. According to this principle, which is formulated based 

on the structural similarities of boron clusters, pentagonal pyramid B6 (e.g., in B12) and 

the hexagonal pyramid B7 (e.g., convex and quasi-planar structures) are the two basic 

units constructing the most stable clusters[39]. The chemical bonding properties behind 

the ability of boron clusters to form such diverse structures is an intriguing topic. Having 

both localized and delocalized bonds along with the multicenter bonding as a result of 

boron’s electron deficiency somewhat limits the use of the traditional molecular orbital 

(MO) approach for deciphering the chemical bonding of boron clusters, especially for the 

large systems exhibiting low-symmetry[29]. The most chemically intuitive pictures of 

electronic structure and chemical bonds for boron clusters are provided within the 

AdNDP formalism, which was developed by Zubarev and Boldyrev[40,41]. AdNDP is 
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the acronym for “Adaptive Natural Density Partitioning” and is a generalization of the 

Natural Bonding Orbital Analysis (NBO). Since the electronic structure is represented in 

terms of nc-2e bonds, which enables obtaining of both Lewis bonding elements (core 

electrons, lone pairs, and 2c-2e bonds) and delocalized bonding elements, AdNDP has 

become a useful tool for the investigation of the bonding patterns in boron-based clusters. 

According to the studies, all 2D boron clusters are constructed by 2c-2e σ bonds between 

the periphery atoms while delocalized σ and π bonds are formed by the interior atoms, 

providing the system aromaticity or antiaromaticity. Similarities observed in the 

structures of carbon and boron-based molecules also emerge in their electronic structures 

and many 2D hydrocarbon analogues of boron clusters with similar aromaticity and 

antiaromaticity have been reported[11,20–25,28]. 

 

1.4 Polyhedral Boron Based Structures 

Polyhedral clusters containing only boron atoms or in combination with other 

elements have been drawing quite an attention due to their different bonding characteristic 

from our understanding of covalent bonding. Boron-based polyhedral clusters include 

highly reactive borane clusters as well as boranes with high thermal, chemical and 

electrochemical stability. Within the scope of this thesis, our focus is on the latter.  

The relationship between the number of electron pairs participating in the skeletal 

structure of carboranes, boranes, and higher boranes is expressed by Wade in his article 

published in 1971[42], and it was developed as a method for the prediction of the cluster 

shapes. While boron hydrides can be classified as closo, nido, and arachno for cages with 

(n+1), (n+2), and (n+3) electron pairs, respectively, the clusters with fewer than (n+1) 

pairs are called hypercloso cages. The last one generally involves 

metallaboranes/metallacarboranes and boron halides (BnXn), where the cages are 

stabilized by metals in the skeletal structure, and the electron density donation to the cage 

by exo halides, respectively. The application of this relation was then extended by 

Wade[43] to a wide range of other compounds, such as metal clusters, metal-hydrocarbon 

complexes, and some hydrocarbons. Wade’s rule was later modified by Mingos with its 

applications to the main group and transition metal polyhedral structures[44].  
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Table 1. 1 Classification of Boron Hydrides according to Wade’s Rule 
Type Formula Skeletal Electron Pairs 
Closo [BnHn]2- n+1 
Nido BnHn+4 n+2 

Arachno BnHn+6 n+3 

 

Polyhedral boron chemistry is dominated by icosahedral borate dianions, 

carboranes, metallaboranes, and metallacarboranes due to their high stabilities. Highly 

symmetric B12 icosahedra appear to be the building block for various crystalline phases 

of bulk boron structures[39,45], and is the common unit of the most stable three-

dimensional boron-based molecules, including the allotropes of elemental boron, boron-

rich solids and the parent anion of the polyhedral boranes; however, it is not stable alone 

and collapses without a support of a bulk lattice. 

 

Figure 1. 3 Isoelectronic (closo)-B12 borane/carborane clusters 
 

The main icosahedral boron-based clusters are shown in Figure 1.3. Monocarba-

closo-dodecaborane (-) ([CB11H12]-), and dicarba-closo-dodecaborane (C2B10H12) are the 

isoelectronic derivatives of [B12H12]2- cluster. In all these isoelectronic clusters, the cage 

atoms are connected with 13 pairs of valence electrons with a delocalized bonding, which 

serve as examples of electron deficient systems. The chemical inertness of these 

delocalized bonds and the unique physical and chemical properties of the clusters make 

them valuable for a wide variety of research and application fields such as medicine, 

catalyst studies, non-linear optics, coordination chemistry, etc.[46–48] In the following 
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sections, the general features of these clusters and their importance are explained. 

Synthesis methods are not given since their non-relevance to the scope of this thesis. 

 

1.4.1 Boranes 

Before the discovery of closo-boranes, nido and arachno-boranes were known; 

however, among these different types of boron hydrides (see Table 1.1) closo-boranes 

have been drawn particular attention due to their special electronic structure and 

coordination environment. A series of parent closo-borane dianions ([BnHn]2-, n = 5-9, 

11, 12)[49–52] were synthesized after the first isolation of [B10H10]2- in 1959[5], and their 

geometries are shown in Figure 1.4. The electronic stability of these dianions is provided 

by the stabilization of extra electrons in a σ-delocalized electronic environment. 

 

Figure 1.4 Experimentally realized borane clusters  

The closo-dodecaborane dianion, [B12H12]2-, has a key place in boron chemistry, 

owing to its impressive icosahedral structure and thermodynamic stability. The electronic 

structure and stability of [B12H12]2- have been the subject of many theoretical studies. 

[53,54] The first experimental gas phase measurements on its electronic stability using 

photoelectron spectroscopy were reported by Aprà et al. in 2019, which enables an 

experimental benchmark for comparison with high-level theories.[55] The presented 
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results in the study are important in confirming the high accuracy of the data produced by 

the CCSD (T) method and suggesting a reasonable, cost-effective DFT alternative (PBE0) 

for the dianion system. 

Substitution is a useful way to provide different functions to the cluster. For the 

functionalization of borane dianion the synthesis of per-hydroxylated parent borane 

([B12(OH)12]2-) and per-B-hydroxylated icosahedral carborane derivatives (1,12-H2-

C2B10(OH)10) can be given as examples, which were achieved by Hawthorne et al.[56] 

Then [B12(OH)12]2- could be converted into ester functions resulting in a complete 

organoderivatization of the icosahedral surface.[57] Halogenated borane dianions are 

other examples of the icosahedral borane derivatives.[58–61]However, the fact that 

[B12H12]2- cluster does not have a specific reaction center due to its highly symmetrical 

structure makes its functionalization difficult. 

Exploring the lower borane series prompted chemists to search for the larger borane 

dianions beyond [B12H12]2-, which are called supraicosahedral clusters. Despite the 

intensive experimental afford for the synthesis of larger parent borane dianions, [BnHn]2- 

(n > 12), they, unfortunately, could not be realized yet. The synthesis of a larger borane, 

[B19H20]-, has been reported by Gaines et al.[62], however, this molecule was found to 

exhibit a structure in the form of appended nido cages rather than an expanded closo cage. 

At this point, theoretical investigations are of great importance to investigate the reason 

behind this failure and to suggest new alternative synthetic ways if possible. All the 

computational studies on the investigation of larger borane dianions indicate a barrier to 

supraicosahedral clusters, which is called icosahedral barrier. To determine the relative 

stabilities of a set of hypothetical closo-boranes [BnHn]2- (n = 9-24), Lipscomb and co-

workers used the average energy per BH unit (E/n) as a criterion. In addition, the degree 

of sphericity was also considered an important parameter for high stability.[63] Their 

results were encouraging as some of the larger clusters such as [B14H14]2- and [B17H17]2-, 

were found more stable than experimentally available [B9H9]2-, [B11H11]2- and even 

[B10H10]2-. The stability of larger boranes beyond the icosahedral dianion (n = 13-17) were 

also evaluated by Schleyer and co-workers[64] according to various parameters such as 

3D aromaticity and B-B bond length range size in addition to the energy criteria by taking 

the highly symmetric [B12H12]2- and [B6H6]2- as references for the quantitative 

comparison. Due to the inadequacy of the stability assessment by using average energies 

per vertex (E/n), which does not take the fractional variation of the extra electrons through 

the cluster size, cumulative BH addition energy (ΔHadd) was also considered as a criterion 
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in their paper. The comparison of the energy-based results is presented in Figure 1.4. Both 

graphs show a clear decline in the energy values with increasing cluster size up to 12 

vertices. The sudden rise in the transition from the size of 12 to 13 indicates that this step 

is not energetically favorable, that is, a barrier. After 13 vertices, a decreasing curve 

appears again. While [B12H12]2- is the most stable dianion according to E/n results, 

[B16H16]2- and [B17H17]2- were found to be more favorable when ΔHadd was taken into 

account, which suggests that energetically unfavorable steps may be the reason behind 

the failure of the larger dianions to be isolated. 

 
Figure 1.5 a) Comparison of the total energy per boron vertex (E/n) results of different 
levels of theories. b) Cumulative BH addition energy (DHadd) in kcal/mol for the closo-
borane dianions, [BnHn]2- (n = 5-17). Reproduced from the reference [64].   

On the other hand, Muetterties et al.[50] approached this issue in terms of 

coordination number. They stated that maximization of the number of nearest-neighbor 

contacts up to some limit is an advantage for stability, however, there should be a limit 

here since the increase in the coordination number results in a sterically crowded 

structure, which reduces the stability. The icosahedral [B12H12]2- cluster is built up of six-

coordinated B atoms (including B-H sides), which provides the dianion highly 

symmetrical and nearly spherical structure; that being said, this coordination number may 

not be an upper limit since there are examples of seven- and eight- coordinated boron 

atoms.[65] The electron-deficient nature of boron atoms may be insufficient to provide 

the number of coordination required for supraicosahedral borane dianions.  

It should be noted that the icosahedral barrier can be overcome with the insertion 

of metal or C atoms to the cluster. The first isolation of a supraicosahedral boron-based 

cluster was achieved as a 13-vertex carborane in 2003[66], which is followed by other 
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successful synthesis and characterization of several supraicosahedral clusters in the form 

of metallaboranes, carboranes and metallacarboranes consisting of 13-16 vertices.[67–

76] Some examples to those clusters are presented in Figure 1.6. 

 

 

Figure 1.6 Examples of supraicosahedral clusters in different sizes [66,71,74,77,78]. 
(The figure is modified from the reference [71]). Copyright 2013 Wiley 

 

Boron chemistry continues to evolve in a similar way to carbon chemistry with 

ongoing discoveries and functionalization of the closo-borane family. The perfect 

icosahedron closo-dodecaborane, [B12H12]2- with its very stable physical and chemical 

properties, 3D aromaticity, and easy-to-modify B-H bonds, is the focus of interest in a 

wide range of research fields, which are given in section 1.4.3. Although the derivatives 

of boron clusters have been successfully prepared, the expensive preparation methods 

necessitate the development of safer, simpler, and low-cost synthesis methods.[79] 
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1.4.2 Carboranes 

Isoelectronic substitution of one or two B-H vertices in [B12H12]2- by C-H leads to 

the formation of the aromatic derivatives [CB11H12]- anion and [C2B10H12] isomers and 

brings the cluster further stability. 

Monocarba-closo-dodecaborane(-), [CB11H12]-, has a high resistance to cage 

degradation. Carborane anions ([CB11H12]- and the derivatives) are among the most 

weakly-coordinating and least nucleophilic ones of all known anions. Unlike [B12H12]2- 

dianion, its polarity due to the C atom facilitates its selective functionalization and enables 

the solubility in water which provide some synthetic advantages. The readers can refer to 

the reference [80]  for detailed information about the derivatives and the synthesis methods. 

Carborane anions also exhibit high electrochemical and chemical stability similar to their 

isoelectronic neutral carborane counterparts. Having a large steric profile, easy 

functionalization, and compatibility for the integration into more complex systems are 

other attractive properties of these clusters. Despite all the advantageous features, their 

production cost is the main barrier to their widespread use.[81] 

Neutral icosahedral carborane exists as three isomeric members, which are ortho- (o-

), meta- (m-) and para-carborane (p-carborane) presented in Figure 1.3. Apart from the 

differences in their electronic structure, the most prominent common feature is their highly 

stable skeletal framework. Isomerization from o-carborane to m-carborane occurs upon 

heating above 425 °C, which then further isomerizes to the most robust isomer, p-

carborane, over the temperatures of 600 °C due to the electrostatic repulsion between 

carbon nuclei as driving force. Neutral carborane clusters and their derivatives are highly 

stable toward degradation under a wide range of conditions from exposure to strong acids 

and oxidants. Only strong bases can cause the removal of one BH vertex from o-carborane 

resulting in the formation of 11 vertex nido structure. The extraordinary cage stability 

allows the functionalization without disrupting the icosahedral geometry. 3D aromaticity 

and the electron-withdrawing character of skeletal C atoms with an inductive effect are 

two main electronic properties that control the substitution. The substitution can occur 

either by deprotonation and nucleophilic substitution at the acidic C-H vertices or by 

electrophilic substitution at the hydridic B-H vertices. Although similar methods can be 

applied for derivatizing the three isomers, the different positions of the C atoms result in 

significant differences in electronic structure as depending on the C positions, these three 

isomers exhibit different polarities[82] and consequently show different electronic 
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acceptor capabilities (para < meta << ortho)[83,84].  Lower polarity and weaker inductive 

electron attraction of meta and para isomers result in reduced acidity of C-H, consequently 

lower reactivity toward metalation at C position compared to the o-carborane. Hence, it is 

more difficult to reduce m- and p-carboranyl species. All these isomers are highly 

hydrophobic because of the hydridic character of BH vertices; hence, the formation of 

classical hydrogen bonds is prevented. On the other hand, weakly acidic CH vertices allow 

them to incorporate functional organic systems. Difficulty in synthesis and high cost 

because of the absence of large-scale production are also the main problems for these 

neutral clusters.[85] For detailed information about synthesis and derivation of neutral 

icosahedral carboranes, “Carboranes” book by Russell Grimes can be consulted.[86,87] 

1.4.3 Applications 

The highly stable nature of icosahedral borane/carborane clusters in terms of 

thermal and chemical stability draws the attention as remarkable building blocks in a wide 

variety of material science studies[88,89] and they have been the subject of study in many 

research fields such as catalysis, electronics, energy storage, medicinal applications, 

etc.[48,89–95]  due to their unusual properties. 

The versatility in electronic tailoring potential of polyhedral boron-based systems 

by introducing electron-withdrawing or electron-donating substituents brings a 

remarkable advantage to especially metal-boron cluster chemistry for their use in catalyst 

design.[46] Jordan et al. investigated a novel hafnium carboranyl hydride complex as an 

analogue to a metallocene-based catalyst for the catalyzation of alkyne hydrogenation 

reactions and showed its catalytic activity.[96] The use of zirconium and titanium 

complexes of polyhedral carboranes as catalysts in the polymerization of ethylene were 

reported.[97–100] Other applications of metallacarboranes in catalysis are 

polymerization of styrene[101] and n-butyl acrylate[102]. The catalytic applications of 

metallacarboranes are still in the exploratory stage; however, studies that may lead to their 

industrial use continue. 

Their great potential in medical applications due to their inherent properties such as 

high stability, biocompatibility, easy functionalization, and high boron content has been 

one of the important driving forces in the development of boron-based chemistry.[103] 

Medical applications include mainly boron neutron capture therapy (BNCT) for cancer 

and pharmacophore chemistry. Solubility in water is an important precondition for many 

medical applications. The sodium salt of parent borane dianion, Na2[B12H12], and 
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carborane anion, [CB11H12]-, are the extensively studied polyhedral clusters in medical 

studies since they also meet the solubility requirement. The absence of a clear reaction 

center in the borane dianion makes its functionalization problematic. Carborane anion, on 

the other hand, is found as a more suitable option as it combines the advantages of both 

neutral carboranes and borane dianion. Boron neutron capture therapy (BNCT) for cancer 

treatments is a binary method based on the nuclear reaction of two essential nontoxic 

species, nonradioactive 10B and low-energy thermal neutrons.[104] BNCT provides an 

alternative way to selectively destroy cancer cells even for glioblastoma multiforme, 

which is extremely resistant to all current therapy methods.[104–106] For a successful 

treatment, a boron delivery agent has to meet some requirements such as low systemic 

toxicity, high tumor/normal tissue concentration ratios, and rapid clearance from blood 

and normal tissues.[107]  The reason behind the preference for polyhedral boron clusters 

instead of any boron-based compounds in BNCT studies is their high boron atom number 

per molecule, extremely high stability, and low toxicity. However, only a few polyhedral 

borane systems are used in clinical treatments and there is still a need to develop more 

selective and effective boron delivery agents to turn BNCT into a viable treatment 

method; and a lot of work is still required to achieve a breakthrough in BNCT. The 

potential of boranes/carboranes in medical applications is not limited to BNCT. The 

development in carborane chemistry led to the investigation of these molecules as 

pharmacophores. Carboranes are used as hydrophobic pharmacophores; their versatile 

chemistry and incorporation with organic substituents allow their use in drug 

design.[48,108]  

Salts of highly stable [CB11H12]- anion and its derivatives are of great interest 

especially for electrochemical systems.[109] As an alternative to Li-ion batteries, Mg-

based systems have been studied intensively due to the lower cost, higher abundancy of 

Mg in the earth’s crust, and higher tolerance of Mg to air.[110–113] 12-vertex closo-

carborane anion involving Mg systems has attracted scientists as an option for halide-free 

Mg batteries with enhanced electrochemical performance. For example, it was utilized in 

magnesium batteries in the Toyota Research Institute,[114,115] due to its extreme redox 

stability and noncorrosive nature unlike other electrodes employed in these 

systems.[116,117] 

Utilizing the boron clusters family is also of interest for nonlinear optics 

applications. Among this family, [B12H12]2- dianion and [C2B10H12] isomers take the 

attention as electron donor and strong electron acceptor, respectively.[118] Examples of 
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such systems for the optical responses have been investigated by different groups.[119–

126]   

Polyhedral (car)boranes are excellent units for constructing different molecular 

architectures exhibiting a wide range of features. Having a compact, aromatic 3D 

structure as well as high chemical and thermal stability, borane clusters become a widely 

used structural component for functional polymeric materials, which are called boron 

cluster-containing polymers. The compact and near-spherical structure of icosahedral 

borane derivatives plays an important role in acting as linkers in 3D-network materials. 

Interaction of [B12H12]2- with metal (M) centers is dominantly established through M-H-

B bridge formation in the coordination networks, whereas the covalent interactions 

involving C-R units (e.g., R = carboxylate) become important for the 3D networks linked 

by C2R2B10H10.[127] The introduction of borane clusters into polymeric frameworks 

provides new functionalities to the polymeric materials while also improving the thermal 

and electrochemical properties of polymers. For example, the use of boron cluster-

containing polymers can provide an ablation-resistant coating for ceramics or can 

contribute to obtaining oxidation-resistant materials. The biocompatibility of boron 

clusters allows their use also in biomedical applications.[128] The attractive features of 

boron clusters also allow them to be used as functional units affecting the electronic 

structure in molecular rods for the development of novel liquid crystals.[46] 

Apart from their potential in medicine, energy storage, catalysis, and as building 

blocks, there is a significant interest in carboranes for their use in luminescent materials 

in various applications such as light-emitting diodes (LEDs), lasers, probes, sensors, 

etc.[129,130] The most popular strategy to design luminescent materials with intriguing 

emission properties is the development of carborane-fluorophore conjugates in recent 

years. [93,131–143] Neutral carboranes also offer the possibility to tune the electronic 

properties of luminescent molecules without causing complications arising from their 

steric effect.[144]  

For these systems, both absorption and emission spectra were found to be 

dominated by the fluorophore unit as expected as a result of the transparency of 

carboranes in the UV/Vis region over 200 nm. In addition to which isomer is used, the 

substituents and their positions in a carborane-fluorophore system are of great importance 

in modification of the luminescent properties. Since the cage carbon atoms are next to 

each other, the effect of the substitution at the second cage carbon becomes more 

pronounced in o-carborane systems. These effects were demonstrated clearly in the work 
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by Teixidor et al.[129] The authors reported that in the o-carborane-anthracenyl systems, 

phenyl (Ph)-substituted derivative does not exhibit any fluorescence due to the charge 

transfer between the Ph and anthracenyl units. It was also shown that the low quantum 

yield can be prevented by using a spacer to separate the fluorophore from the cluster. 

Similar fluorescence quenching was also reported by the same group as a result of the 

introduction of Ph to the carborane-styrene system.[145] Many carborane-based-

luminescent systems appear to have significantly enhanced emission yields in a crystal or 

an aggregated state contrary to their solutions.[93,146] Observation of significant 

increases in emission quantum yield as a result of bulky substituents, as in the example 

of tetramethysilyl (TMS)[94], at the second cage carbon in the solution state, points up 

that the free rotations in solution is an important factor in emission quenching. It has been 

shown by Chujo’s group[147] that another important factor affecting the quantum yield 

in o-carborane-fluorophore systems is the distance between the cage carbon atoms (Cc-

Cc). Their experimental study proved that emission quenching can be induced by bond 

elongation in the absence of intramolecular rotation.[148]  The theoretical study of Duan 

et al. clearly demonstrated how the transition switches from the local excitation to a 

charge transfer upon Cc-Cc elongation.[149] Photophysical properties of o-carborane-

based systems are addressed in Chapter 4 in more detail.  
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Chapter 2 

 
Theoretical Background 

Our studies in this thesis cover the computational investigation of the ground state 

energetics along with the excited state and spectroscopic properties of boron-based 

materials. Before the detailed presentation of the studies, this chapter aims to give a brief 

theoretical background behind our calculations. 

 

2.1 Quantum Mechanics / Electronic Structure  

Computational chemistry aims to understand the underlying mechanisms of the 

chemical phenomena observed in experiment, and provide guidance to the experimental 

work with accurate predictions. Depending on the problem in question, different 

methodologies are available mainly in four broad classes: molecular mechanics (classical 

force fields), ab initio methods, semi-empirical methods and density functional theory 

(DFT). Among these methods, molecular mechanics is based on a very simple model, in 

which the molecules are considered as a collection of spheres (atoms) held together by 

springs (bonds), where the system is treated classically based of force fields. In 

comparison, the rest of the formalisms have different approaches for the solutions to 

general energy problem, they are all based on the quantum mechanical treatment of an N-

body system; and this treatment has the Schrödinger equation at its core. This brings us 

to the electronic problem. 

2.1.1 The Electronic Problem 

A plain but not simple expression for the complete (non-relativistic) quantum 

description of an N-body system is given by the Schrödinger equation: 

𝐻)|Ψ⟩ = 𝐸|Ψ⟩      (2.1) 
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where 𝐻) is the Hamiltonian operator, and Ψ is the wave function describing the system. 

The eigenvalue of this equation, E, is the energy of the system including nuclei and 

electrons. Here, the Hamiltonian operator corresponds to the total energy of the system 

and includes all kinetic and potential energies of the particles as described below in atomic 

units: 
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					(2.2) 

MA is the ratio of the mass of nucleus A to the mass of an electron, ZA is the atomic 

number of nucleus A, and ∇" is the Laplacian operator. The first and the second terms are 

the operators for the kinetic energy of the electrons (Te) and nuclei (Tn), respectively. 

Potential energy resulting from the Coulomb attraction between electrons and nuclei (Ven) 

is represented with the third term, while the fourth and the fifth terms correspond to the 

repulsion between electrons (Vee) and between nuclei (Vnn), respectively. Equation (2.2) 

shows that the number of electron-electron interactions that has to be considered increases 

with the increasing number of electrons as the system size grows.  

Equation (2.1) can only be solved approximately for the systems composed of more 

than two particles (many-body problem). Therefore, the solution of the equation requires 

certain approximations. A good starting point is the Born-Oppenheimer approximation, 

which can be introduced to simplify the problem by reducing it to an electronic problem 

only. It is a central approach in quantum chemistry, which suggests that since nuclei are 

much heavier than electrons, they move much slower and electrons can be considered to 

be moving in the field of fixed nuclei.[150] Therefore, the kinetic energy term of nuclei 

can be neglected while the potential energy of the repulsion between the nuclei can be 

considered to be constant. Within this approximation, the Schrödinger equation can be 

separated into an electronic and a nuclear equation. Therefore, we can now focus on 

solving the Schrödinger equation with the electronic Hamiltonian.  

2.1.2 Variational Method 

One of the main approximations in quantum mechanics is the variational method. 

According to the variational principle for the ground state, the energy of a trial 

wavefunction is always higher than the exact ground state energy, whereas equality is 

only satisfied when the trial wavefunction matches the exact ground-state wavefunction. 
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Therefore, the best wavefunction for the system by definition is the one that minimizes 

the energy. The variational theorem written in Dirac’s notation is: 

+Ψ,𝐻),Ψ-

.Ψ/Ψ0
≥ 𝐸1     (2.3) 

where |Ψ⟩ is the trial wave function. The denominator is written to secure the 

normalization condition. 

The Hartree-Fock (HF) method and the Density Functional Theory (DFT) based on 

the variational theorem are discussed in the following sections. 

 

2.2 Hartree-Fock Theory 

The Hartree-Fock (HF) theory is an approximate method for solving the time-

independent Schrödinger equation, and is an important starting point for other 

computational methodologies. HF theory provides as concrete basis for the molecular 

orbital (MO) approach in chemistry through Koopmans’ theorem as the wavefunction (Ψ) 

of an N-electron system is given as a set of one-electron wavefunctions by a single Slater 

determinant: 

Ψ(𝑥%, 𝑥", … , 𝑥#) =
1
√𝑁!

DD

𝜒!(𝑥%)
𝜒!(𝑥")
⋮

𝜒!(𝑥#)

𝜒((𝑥%)
𝜒((𝑥")
⋮

𝜒((𝑥#)

⋯
…
⋱
…

𝜒2(𝑥%)
𝜒2(𝑥")
⋮

𝜒2(𝑥#)
DD																		(2.4) 

where 𝜒(𝑥) denotes the spin orbitals. Exchange effects are introduced by the 

antisymmetric nature of a Slater determinant and the Pauli exclusion principle is satisfied. 

In HF, the N electron system is handled as a set of one-electron equations to solve the 

Schrödinger equation. As the variational principle states, the wavefunction that provides 

the lowest possible energy is the best wavefunction describing the system. So, the 

Hartree-Fock equation is derived by minimizing the energy with respect to the choice of 

spin orbitals, which results in the one-electron HF equations: 

𝑓(𝑖)𝜒(𝑥!) = 𝜀𝜒(𝑥!)     (2.5) 

where 𝑓(𝑖) is the Fock operator, which is an effective one-electron operator described as 

followed: 
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𝑓(𝑥!) = −
1
2∇!
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+ 𝜐34(𝑥!)																																					(2.6) 

In the electronic Hamiltonian, the kinetic energy and electron-nuclei attraction 

terms are separable and they can be written for each electron in the same form in one 

electron equation. On the other hand, it is not possible to divide the electronic repulsion 

term into a single-electron term; therefore, the presence of other electrons is expressed as 

an average potential of all other electrons experienced by the ith electron, 𝜐34(𝑥!). The 

dependence of this term on the wave function of the entire system creates a nonlinear 

problem, hence the equation (2.5) must be solved iteratively. Here the basic idea is to 

perform iterative calculations by making an initial guess at the spin orbitals to calculate 

the average field (𝜐34) and then solving the HF equation (2.5) for a new set of spin 

orbitals until the calculated spin orbitals converge to the ones used to construct the Fock 

operator within a set of iteration factor (self-consistency).[151] 

In a real system, the electronic interactions are very complicated. Negatively 

charged electrons repel each other, and this clearly affects their motion. The electrons 

have a strong tendency to avoid each other to minimize the repulsion. Therefore, the 

motions of the electrons are highly correlated, and one of the fundamental challenges in 

computational chemistry is the correct description of the correlated wavefunction. This 

problem is simplified by the HF method with the construction of the wavefunction of 

uncorrelated electrons. HF is a very useful approximation for providing initial predictions 

for many systems and a good base-level theory. However, it falls short of yielding 

accurate energetics because of its neglect of electron correlation. When high accuracy is 

desired, the electron correlation has to be considered with methods such as Configuration 

Interaction (CI), Møller–Plesset (MP) perturbation theory, and Coupled-Cluster (CC) 

methods. However, since a very high accuracy in the calculations demands high-

computational cost and time, and they also have limitations on the system size. Therefore, 

the choice of the method depends heavily on the interplay between the accuracy and 

system size. 
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2.2.1 Self-Consistent Field Procedure 

Within the self-consistent field approach, the first step is to make an initial guess 

for the spin orbitals. Each spin orbitals (𝜒!(𝑥)) consists of two parts: the spatial (𝜓!(𝑟)) 

and the spin functions (𝜓56!7(𝑠)). 

𝜒!(𝑥) = 𝜓!(𝑟)𝜓56!7(𝑠)     (2.7) 

Here the spin function can be simplified by the spin integration under the restricted orbital 

assumption and the spatial part could be written as a set of spatial basis functions. 

𝜓!(𝑟) = 0𝐶8!𝜑8(𝑟)
9

8$%

,					𝑖 = 1, 2, … , 𝐾																									(2.8) 

𝐶8! and the 𝜑8(𝑟) represents the expansion coefficients and the basis functions, 

respectively. As suggested by Roothaan[152], introducing this equation allows us to 

reduce the problem of finding the wave functions to the problem of calculating a set of 

expansion coefficients. Thus, the HF equation (2.5) becomes a computation-friendly 

matrix equation.  

0𝐹:8𝐶8!
8

= 𝜀!0𝑆:8𝐶8!
8

,					𝑖 = 1, 2, … , 𝐾																												(2.9) 

In this equation, the Fock matrix, 𝐹:8, and the overlap matrix, 𝑆:8, are both 𝐾 × 𝐾 

Hermitian matrices. Fock matrix is the matrix representation of the Fock operator and 

could be written as the summation of the core-Hamiltonian (𝐻:8;<=>), which involves the 

one-electron operator describing the kinetic energy and the nuclear attraction of an 

electron, and the two-electron part (𝐺:8). Before giving any detail about the steps of SCF 

calculation, it is also necessary to mention the density matrix. The total density of a 

closed-shell system of N electrons described by a single determinant wave function with 

occupied molecular orbitals (𝜓?) holding two electrons is 

𝜌(𝑟) = 20|𝜓?(𝑟)|"
#/"

?

																																														(2.10) 

and charge density could be defined in terms of density matrix with the introduction of 

molecular orbital expansion (Eq. 2.8) as 
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𝜌(𝑟) =0𝑃:8𝜑:(𝑟)𝜑8∗(𝑟)
:8

																																								(2.11) 

where the density matrix 𝑃:8 is directly related to the expansion coefficients 𝐶. 

𝑃:8 = 20𝐶:?𝐶8?∗
#/"

?

																																															(2.12) 

After introducing the required definitions and calculations involved in the self-

consistency procedure, finally, we can summarize the SCF calculation steps as follows. 
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Figure 2. 1 Diagram of SCF calculation procedure 

As a result of this procedure, the electronic wave function, hence the electronic 

energy, is obtained within the Born-Oppenheimer approximation. The total energy is 

calculated by adding the nuclear-nuclear repulsion to the electronic energy, and this 

calculation is repeated for different nuclear coordinates to explore the potential energy 

surface of nuclear motion. 
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2.3 Density Functional Theory 

The approach of defining the energies of many-body systems in terms of electron 

density was first put forward in the Thomas-Fermi model.[153–155] However, the basis 

of modern density functional theory (DFT) was later constructed by Hohenberg and 

Kohn,[156] known as the Hohenberg-Kohn (HK) theorems. The first HK theorem states 

that the Hamiltonian operator, hence any ground-state property of a molecule, is a 

functional of the ground state electron density function. The dependence of the 

components in the ground state electronic energy expression can be written as: 

𝐸1[𝜌1] = 𝑇[𝜌1] + 𝑉>>[𝜌1] + 𝑉>BC[𝜌1]      (2.7) 

where 𝑇[𝜌1] is the kinetic energy of the electrons, 𝑉>>[𝜌1] is the energy term for the 

electron-electron repulsion and 𝐸>BC[𝜌1] is the external potential energy due to the nuclei-

electron attraction. The last term is defined as: 

𝑉>BC[𝜌1] = ∫𝜌1(𝑟)𝜈>BC𝑑𝑟          (2.8) 

and the rest is collected into a new quantity, the Hohenberg-Kohn functional, 𝐹39[𝜌1]. 

So, the energy definition can be written in the following form: 

𝐸1[𝜌1] = 𝐹39[𝜌1] + ∫ 𝜌1(𝑟)𝜈>BC𝑑𝑟        (2.9) 

The variational approximation in DFT is introduced with the second HK theorem, 

which states that the energy calculated by any trial electron density function will be higher 

than or equal to the exact ground state energy (𝐸1 ≤ 𝐸[𝜌]). Although the existence of the 

energy functional is proved by the HK theorems, the form of the functional is 

unfortunately not defined. Further developments in DFT were provided by Kohn and 

Sham[157] and a way to approach the unknown functional was suggested. In 1998, the 

Nobel Prize in Chemistry was shared equally between Walter Kohn for his development 

of the density-functional methods and John A. Pople for his role in the development of 

the computational methods in quantum chemistry.[158]  

2.3.1 Kohn-Sham Equations 

The Kohn-Sham (KS) equations, the basis of the current DFT calculations, have 

emerged as a result of a similar treatment to the HF variational approach. An initial trial 
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electron density function, 𝜌, is used to calculate an initial guess of Kohn-Sham orbitals 

and energy; then the calculation proceeds iteratively through an SCF method similar to 

that used in HF.  

Within the framework of the KS approach, the major part of the energy is computed 

with good accuracy and the rest arising particularly from the electron-electron interaction 

is determined by an approximate functional.[159] In the energy definition in Eq. 2.9, the 

unknown functionals are the electronic kinetic energy and the electron-electron 

interactions. The KS approach is also based on a fictitious system of non-interacting 

electrons, which gives the exact density of the interacting system. As a result of this 

approach, the system can be described by a single determinant wavefunction consisting 

of KS-orbitals in a similar manner to HF formalism. Within this approach, the kinetic 

energy of a system now can be written as follows: 

𝑇5[𝜌] = −
1
20

⟨𝜓!|∇"|𝜓!⟩
#

!

																																								(2.10) 

Here is the kinetic energy, (𝑇5[𝜌]), is not the true kinetic energy; instead, it represents the 

kinetic energy of a system of non-interacting electrons, which produce the ground-state 

electron density. For a system of N electrons, the exact total electron density is defined 

as: 

𝜌(𝑟) =0|𝜓!(𝑟)|"
#

!$%

																																													(2.11) 

where 𝜌(𝑟) is the exact electron density of the system calculated from the one-electron 

orbitals of the non-interacting system. The classical Coulomb interaction, which forms a 

significant part of electron-electron interaction, can also be calculated as: 

𝑉D[𝜌] =
1
2g

𝜌(𝑟%)𝜌(𝑟")
|𝑟% − 𝑟"|

𝑑𝑟%𝑑𝑟"																																	(2.12) 

The all errors rising from the electron-electron interaction are summed up under the term 

exchange-correlation functional; 

𝐸B;[𝜌] = (𝑇[𝜌] − 𝑇5[𝜌]) + (𝑉>>[𝜌] − 𝑉D[𝜌])	   (2.13) 
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where (𝑇[𝜌] − 𝑇5[𝜌]) stands for kinetic energy that is not covered by the non-interacting 

reference system, and (𝑉>>[𝜌] − 𝑉D[𝜌]) gives the difference between non-classical 

electron-electron interaction and classical Coulomb interaction. After all, the energy 

functional takes the following form in the KS approach: 

𝐸[𝜌] = 𝑇5[𝜌] + 𝑉>BC[𝜌] + 𝑉D[𝜌] + 𝐸B;[𝜌]    (2.14) 

As stated before, similar to the HF approximation, now the variational principle can 

be applied and KS orbitals, which minimize the energy expression, can be calculated 

using the following equation: 

h−
1
2∇

" + 𝜈>BC(𝑟) + g
𝜌(𝑟E)
|𝑟 − 𝑟E| 𝑑𝑟

E + 𝜈B;(𝑟)i𝜓!9F(𝑟) = 𝜀!𝜓!9F(𝑟)								(2.15) 

in which the local exchange-correlation potential, 𝜈B;(𝑟), is introduced as follow: 

𝜈B;(𝑟) =
𝛿𝐸B;[𝜌]
𝛿𝜌 																																																				(2.16) 

Being the derivative of the functional 𝐸B;[𝜌(𝑟)], 𝜈B;(𝑟) depends also on the 𝜌(𝑟), 

and varies at different points in the molecule, like 𝜌(𝑟). One advantage of using the 

electron density function instead of wave-function based Schrödinger equation is that the 

electron density is a function of position only, of three variables (x, y, z), and while the 

wavefunction is a function of 3N variables for an N-electron system. Consequently, DFT 

offers a computationally less demanding way to take the electron correlation into account.  

However, while the use of larger basis sets and higher correlation levels improve the 

wavefunction and approach us to an exact solution of the Schrödinger equation in ab-

initio methods, improvement of the solution is unfortunately not so straightforward in 

DFT, and it requires some intuition coming from the previous experiences and 

comparison of the results with experimental data or with a reference high-level ab initio 

method to select an appropriate functional.[160]  

2.3.2 Exchange-Correlation Functionals 

The exact energy of the many-body system can be calculated only if the exact 

functional is known. Against the well-defined mathematical form of the Schrödinger 

equation in the ab-initio methods, the form of the exchange-correlation functional in DFT 
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functional is not known. Therefore, the quality of the DFT depends on the accuracy of the 

approximation to 𝐸B;, and the main challenge of DFT is finding an appropriate functional 

for the system of interest.  

At the moment, there are many different functional options available, and as stated 

earlier it is required a benchmark with experimental or a more accurate method for a better 

judgement. Still, it is very valuable to have a basic knowledge about the functional. A 

brief background on the derivation and structure of functionals are given in the next 

sections. 

2.3.2.1 Local Density Approximation (LDA) for Exc[r] 

Local density approximation is the simplest approximation to 𝐸B;[𝜌(𝑟)], and is 

based on the idea of the hypothetical homogeneous electron gas.  The assumption behind 

this model is that the value of energy density (𝜀B;), which is the exchange and correlation 

energy per electron, equal to that given by a homogeneous electron gas with the same 

electron density at that point.[160] In LDA, the exchange-correlation functional given as: 

𝐸B;GH& = g𝜌(𝑟) 𝜀B;[𝜌(𝑟)]𝑑𝑟																																											(2.17) 

LDA is found to surprisingly yield accurate results for the structural properties but 

it is not a reliable option for exchange-correlation functional in computing energies. Since 

the homogeneous electron gas model physically resembles an idealized metal with 

uniformly distributed valence electrons and positive charges, LDA can also be considered 

an appropriate method for simple metals. However, rapidly varying electron density, 

which is the case for the majority of the real systems, reduces the accuracy of this 

functional.[159]  

For the open-shell atoms and molecules, an extended version of LDA can be 

utilized. In this version, which is called the local spin density approximation, electron 

spins are specified with different Kohn-Sham orbitals, similar to the unrestricted HF 

method, and provides only a moderate accuracy, which is also insufficient for most of the 

real applications in chemistry. 

2.3.2.2 Generalized-Gradient Density Approximation (GGA) for Exc[r] 

Due to the limitations in the use of the LDA, DFT could not find sufficient use in 

computational chemistry studies until the early eighties. This situation changed drastically 

after the inhomogeneity in the electron density was taken into account by adding the 
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gradient of 𝜌 to the exchange-correlation energy. The typical form of a GGA functional 

is written as 

𝐸B;II& = g𝜌(𝑟) 𝜀B;[𝜌(𝑟), ∇𝜌(𝑟)]𝑑𝑟																																							(2.18) 

It is possible to split the 𝐸B;II& into its exchange and correlation contributions and 

handle them separately in practice. Although different exchange and correlation 

functionals can be used in various combinations together, only a few are commonly used 

in the studies such as BLYP (Becke’s exchange[161] and Lee-Yang-Parr 

correlation[162]) and BP86 (Becke’s exchange[161] and Perdew’s 1986 correlation 

functional[163,164]). The GGA results show a considerable improvement for the 

structural parameters and energy values, especially in the case of binding energies of 

molecules, and is considered an accurate and efficient procedure for d-metal complex 

systems.[165] Further improvement can also be provided by the addition of the second 

derivative of 𝜌 (∇"𝜌) as in the form of meta-GGA methods.  

2.3.2.3 Hybrid Functionals 

In the exchange-correlation functional, the larger contribution often comes from the 

exchange part, thus enhancing the accuracy of the exchange expression is naturally the 

next step to obtain more accurate results from DFT calculations.[159] Herein the exact 

HF exchange comes into play. The hybrid functionals involve the exact exchange energy 

of a Slater determinant to some extent in addition to the DFT exchange-correlation 

energy, hence they provide an option between the non-interacting HF model and 

interacting electron gas. These functionals mainly differ from each other by having a 

different percentage of HF exchange. For example, the most popular hybrid functional 

Becke three-parameter hybrid functional (B3LYP), which is widely used in chemical 

applications has the following expression: 

𝐸B;*JGKL = 𝐸B;GFH& + 𝑎1(𝐸B>B?;C − 𝐸BGFH&) + 𝑎B∆𝐸B*MM + 𝑎;∆𝐸;7<7NO<;?O 							(2.19) 

where the empirical parameters are 𝑎1= 0.20, 𝑎B= 0.72 and 𝑎;= 0.81, and the non-local 

correlation term is  

∆𝐸;7<7NO<;?O = 𝐸;GKL − 𝐸;PQ#																																								(2.20) 
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More reasonable values for the binding energies, geometries, and frequencies can 

be obtained with hybrid functionals in general. Analogues to the hybrid GGA functionals, 

in meta-hybrid functionals the second derivative of 𝜌 is also added as well as the HF 

exchange.  

 

2.4 Time-Dependent Density Functional Theory  

Although DFT is a useful method for the investigation of a wide range of properties 

of molecules such as equilibrium geometries, ground state energetics, electronic density 

distributions, and related properties, it is generally limited to the ground state 

characteristics; and time-dependent processes are beyond the reach of DFT. The 

dynamical processes in many-body systems such as electronic-excitation processes and 

their coupling to nuclear motion fall within the scope of time-dependent density 

functional theory (TDDFT).  

The time evolution of a many-body system is treated by the time-dependent 

Schrödinger equation: 

𝑖
𝜕
𝜕𝑡 Ψ

(𝑟, 𝑡) = 𝐻)(𝑟, 𝑡)Ψ(𝑟, 𝑡)																																								(2.21) 

where the Hamiltonian is  

𝐻)(𝑟, 𝑡) = 𝑇q(𝑟) + 𝑉q>>(𝑟) + 𝑉q(𝑡)																																				(2.22) 

The operators for the kinetic energy (𝑇q) and electron-electron repulsion (𝑉q>>), could 

be expressed as previously given in Eq. 2.2; but the sum of the one-particle potentials, is 

now a function of time. 

𝑉q(𝑡) =0𝜐(𝑟! , 𝑡)
#

!$%

																																																		(2.23) 

The number of electrons, N, is a constant quantity with time; and the electron 

density is given as 

𝜌(𝑟, 𝑡) =0|𝜓!(𝑟, 𝑡)|"
#

!$%

																																														(2.24) 
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TDDFT is based on the Runge-Gross theorem[166], which is a time-dependent 

analogue to the first HK theorem. It proves one-to-one correspondence between the 

external potential, 𝜐(𝑟, 𝑡), and the electronic density, 𝜌(𝑟, 𝑡); in other words, different 

time-dependent potentials will cause different time-dependent densities. So that the 

density could be accepted as a variable that completely determines the dynamics of the 

system and the KS approach becomes possible to be applied from a time-dependent point 

of view.  

TDDFT is very closely related to some spectroscopic methods, and the calculation 

of the excitation energies of a molecular system is a very important application of TDDFT 

in the linear-response regime,[167] and it is based on the equations, first derived by 

Casida.[168] The excitation energies lying well below the ionization potential for the 

valence-excited states could be calculated accurately with TDDFT, with an error 

comparable to those of high-level correlation methods (e.g. EOM-CCSD, CASPT2).[169] 

A valence-excited state refers to a local excitation that takes place on the same molecule 

from a valence orbital to an unoccupied level. However, the reliability of DFT-based 

methods is highly dependent on the choice of the XC functionals; hence, the results of 

TDDFT calculations should always be checked by comparison with experimental data or 

benchmark calculations based on correlated wave-function methods. 

2.4.1 Charge-Transfer (CT) Problem in TDDFT 

Contrary to the very good results yielded for valence-excited states with TDDFT, 

serious problems may arise for the correct description of charge-transfer (CT) excited 

states, which results in a drastic underestimation of the order of several eV for the 

excitation energies and incorrect asymptotic behavior of potential energy curves of these 

states. The reason behind the failed 1/R asymptote in the CT states can be explained as 

the incorrect description of electrostatic attraction between the positive and negative 

charges in a CT state due to self-interaction error in pure density functionals, where R 

corresponds to the distance between the positive and negative charges of the CT state. 

This effect can be described as that the transferred electron experiences the electrostatic 

repulsion with itself as if it is still in the orbital it left. Inclusion of nonlocal HF exchange 

in the exchange-correlation potential could improve the correct 1/R long-range behavior 

of PES in CT states.[169]  
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The valence-excitation and charge transfer state are illustrated in Figure 2.2. When 

there is enough spatial separation between the molecules/fragments A and B, i and j 

orbitals do not overlap with a and b.  

 

Figure 2. 2 Schematic representation of a typical valence-excited state and a CT excited 
state. The transition occurs from the occupied orbital i to the virtual orbital a, which are 
located on the same molecule in the valence-excited state and located on different 
molecules/fragments in the CT excited state. 
 

Employing hybrid functionals in electronic excitation calculations in time-

dependent DFT gives good results for the valence-excitations (local character), however, 

it can cause failures in charge-transfer states. This problem can be recovered using the 

long-range corrected density functionals. wB97XD[170] and CAM-B3LYP[171] can be 

held up as the most popular functionals for the excited state calculations, in which the 

long-range orbital-orbital exchange interaction is treated with HF exchange contribution. 

Another example is a high nonlocality functional M06-2X[172,173], with double amount 

of nonlocal exchange, which is used in our excited-state study given in Chapter 4. 

2.4.2 Excited State Analysis 

Various excited state properties can be used to investigate the nature of excitation 

and some of them can also be very useful as a warning about the applicability of the 

selected method. In this section, the Δr and Λ indexes used in the excited state analysis in 

Chapter 4 will be briefly explained.  

Λ index, developed by Peach at al.[174], is a measure of the orbital overlap for 

electron and hole and has been also used as a diagnostic tool that provides a correlation 
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between the error in excitation energies and orbital overlap for some hybrid and GGA 

functionals. The index is expressed as 

Λ =
∑ 𝜅!?"!? ∫|𝜑?(𝑟)||𝜑!(𝑟)||𝑑𝑟

∑ 𝜅!?"!?
																																								(2.25) 

which has the value 0 ≤ Λ ≤ 1. Small and large values of Λ indicate long-range and 

short-range excitations, respectively. 𝐾!? includes both excitation (𝑋!?) and de-excitation 

(𝑌!?) coefficients. 

𝜅!? = 𝑋!? + 𝑌!?																																																					(2.26) 

In the related work, it was shown that low values (Λ ≤ 0.3) are associated with high 

errors in the excitation energies while large values refer to smaller errors for the 

calculations, where PBE and B3LYP functionals are used. There is not such a correlation 

for CAM-B3LYP, which the best results among the functionals used were yielded even 

for the CT and Rydberg states.  

Δr index was developed by Guido et al.[175] as a new tool to be used in obtaining 

some indications about the nature of the electronic transitions under investigation. It 

basically corresponds to the average electron-hole distance upon excitation. It is 

expressed as follows  

∆𝑟 =
∑ 𝐾!?"!? |⟨𝜑?|𝑟|𝜑?⟩ − ⟨𝜑!|𝑟|𝜑!⟩|

∑ 𝐾!?"!?
																																	(2.27) 

where the norm of the orbital centroid is represented by ⟨𝜑!|𝑟|𝜑!⟩. Valence-excitations 

are characterized by the short Δr values, while much larger values correspond to the CT 

excitations. The values larger than 2.0 Å were found to refer to a high error in the 

transition energies calculated by various GGA and hybrid functionals, and the use of a 

range-separated hybrid functional or a hybrid with high (>33%) HF exchange becomes 

mandatory for more reliable results. 
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2.5 Basis Sets 

Linear combination of atomic orbitals (LCAO) to yield approximate molecular 

orbitals (MOs) is expressed with a set of mathematical functions, which are called a basis 

set. The functions do not have to necessarily be representing the correct atomic orbitals; 

any set of mathematical functions building the useful MOs can be used. 

The basis functions differ in how they represent the electron distribution around an 

atom. Due to their simplicity, Slater and Gaussian functions are the basis functions 

currently used in computational chemistry studies. Although a better approximation to 

atomic wavefunctions is provided by Slater-type orbital (STO) functions, evaluation of 

the integrals is much faster for the Gaussian-type orbital (GTO) functions.[176] The fast 

calculation becomes much more important with increasing size of the system, due to the 

significant increase in the number of two-electron integrals. Poor definition of a Gaussian 

function is eliminated by the linear combination of primitive Gaussian functions with a 

set of contraction coefficients to approximate the Slater function. 

In this thesis, Pople’s basis sets [177–180] were used, which are a different way of 

the convention of Gaussian functions in a split valence nature, where the valence and 

inner-shell atomic orbitals are represented separately by two single basis functions, 

respectively. The addition of polarization and diffuse functions (especially necessary for 

anions, Rydberg states, and highly electronegative atoms) can also be added for a better 

description of MOs, depending on the studied system.  

 

2.6 Computational Procedures 

2.6.1 Geometry Optimization and Frequency Calculation 

The interest of the study might be a minimum or a transition state. For the ground-

state structures, the calculation is based on energy minimization and corresponds to 

finding the geometry where the energy is minimum on the PES. The choice of input 

structure that is closer to the desired stationary point for the geometry optimizations is 

important to obtain correct ground-state structures. All the stationary points correspond 

to a minimum on the potential energy surface and the first derivative of the PES with 

respect to each geometric parameter is zero at these points. The global minimum is a 

minimum in all directions, but a saddle point is a minimum in all directions except along 
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the reaction coordinate. Therefore, the global minimum and a saddle point can be 

distinguished by the second derivatives, as written below: 

For a minimum For a transition state 

𝜕"𝐸
𝜕𝑞" > 0 

R!S
RT!

> 0 for all q, except along the reaction coordinate 

R!S
RT!

< 0 along the reaction coordinate 

The use of first and second derivatives of the energy is the most widely-used 

algorithm for geometry optimization. In the optimization procedure, the gradient matrix 

for the input structure is written as 

gU = |

(𝜕𝐸 𝜕𝑞%⁄ )!
(𝜕𝐸 𝜕𝑞"⁄ )!

⋮
(𝜕𝐸 𝜕𝑞J7⁄ )!

~																																																					(2.21) 

for a system of n nuclei, which generates a 3n-dimensional hypersurface on a (3n+1)D 

graph. 𝑞# represents the 3n geometric parameters, as each atom is defined with three 

coordinates (x, y, and z). The second derivative of the energy gives the force constant 

matrix, which is called the Hessian.  

H = |

𝜕"𝐸 𝜕𝑞%𝑞%⁄
𝜕"𝐸 𝜕𝑞"𝑞%⁄

⋮
𝜕"𝐸 𝜕𝑞J7𝑞%⁄

𝜕"𝐸 𝜕𝑞%𝑞"⁄
𝜕"𝐸 𝜕𝑞"𝑞"⁄

⋮
𝜕"𝐸 𝜕𝑞J7𝑞"⁄

⋯
…
⋱
…

𝜕"𝐸 𝜕𝑞%𝑞J7⁄
𝜕"𝐸 𝜕𝑞"𝑞J7⁄

⋮
𝜕"𝐸 𝜕𝑞J7𝑞J7⁄

~														(2.22) 

Although the Hessian is used for the characterization of the minima, transition 

states, or hilltops, it is particularly important for the calculation of infrared (IR) spectra 

of molecules.  

The general matrix equation can be written as 

qV = qU − HN%gU																																																				(2.23) 

where the input and optimized geometries are defined as the geometry coordinate 

matrices qU and qV, respectively. In the first step, an approximate Hessian is often 

obtained by molecular mechanics. After the first optimized geometry is calculated, it 

becomes the input geometry for the next step and is used to create a new gradient matrix 
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and Hessian. Due to the computational cost of analytical calculation of the second 

derivatives, the Hessian is computed with the following approximation: 

𝜕"𝐸
𝜕𝑞!𝜕𝑞(

≈
∆�𝜕𝐸 𝜕𝑞(⁄ �

∆𝑞!
																																															(2.24) 

The optimization process in Eq. 2.23 repeats until the geometry and the gradients 

meet the optimization criteria for the minimization of the total energy.[160] In case of the 

interest in the IR spectrum of the molecule, the normal-mode frequencies can be 

calculated by an analytical frequency calculation, hereby the direction vectors and force 

constants can be obtained by the matrix diagonalization of the Hessian.  

 

2.7 Solvation Methods 

The study given in Chapter 4 involves the calculations simulated in a solvent 

medium to simulate the experimental conditions as much as possible. Therefore, it may 

be useful to give general information about solvation methods in this section to provide a 

sense without any details of the calculations. 

Including the solvation effects in a calculation adds to the computational cost. 

Therefore, one of the issues to consider before starting a computational work is whether 

it is really necessary to take the solvation effects into account. When the purpose of the 

study is to investigate the inherent properties of a molecule, gas-phase computations can 

be adequate and the addition of a solvent only increases the complication of the 

calculations. On the other hand, the inclusion of the solvation in some studies, e.g., 

biological reactions, is unavoidable, and neglecting it is an obvious oversimplification 

that casts a shadow on the reliability of the results. 

Solvation can be treated computationally in two basic approaches: microsolvation 

and continuum solvation.[160] Microsolvation is an explicit solvation method where the 

solution condition is attempted to be provided by placing a certain number of solvent 

molecules around the solute molecule. Although this approach can be important to see 

the solvent effect, it may remain insufficient to reflect the real cases. On the other hand, 

the solute is placed in a cavity within a solvent medium, and the interactions are calculated 

between the solute and the cavity in continuum solvation methods, which provides a 

better description of the solvent medium. Several different models with different levels 
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of sophistication are available in many computational chemistry programs. The integral 

equation formalism variant of the polarizable continuum model (IEF-PCM)[181–185], 

which is the default method in Gaussian 09, is used to add the solvent medium in our 

calculations. 

 

 

 

  



38 
 

Chapter 3 

Substituent Effects on the Stability of 

Borane Dianions 

 
3.1 Introduction 

Boron has a rich and versatile coordination chemistry with an expectation of having 

analogous properties to carbon in respect of forming various bonds with different 

elements, but through different dynamics compared to carbon. As a result of its electron 

deficiency and strong bonding capacity with large coordination numbers via multicenter 

bonding, boron-containing systems have attracted considerable research interest in cluster 

chemistry[3,16,186,187]. For a few decades, the focus of the experimental and theoretical 

studies on various boron clusters such as bare boron clusters, boranes, carboranes, 

metallaboranes etc.[63–65,188] has been to identify stable and low-energy conformations 

while exploring their electronic and chemical properties for potential applications[46]. 

Many boranes and derivative clusters have been theoretically predicted and 

experimentally observed as stable gas phase dianions[189–194], which makes them 

potential materials for the use in different applications as charged anion class. More 

recently, (car)boranes and their derivatives have shown to be promising candidates as 

electrolytes for energy storage applications[195–197]. Polyhedral (car)boranes are also 

good alternatives as closomers[57] for their applications ranging from materials science 

to medicine. 

Among the investigated closo-borane clusters, icosahedral [B12H12]2- and its 

derivatives have attracted the most attention due to its exceptional stability[55]. In 

addition to [B12H12]2-, other experimentally confirmed dianionic boranes ([BnHn]2-) such 

as [B10H10]2-, [B11H11]2-, [B9H9]2-, [B8H8]2-, [B7H7]2- [4,5,50,51] reveal that these species 

are stable in their dianionic form. The stability of these clusters can be described by the 
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Wade-Mingos rules[42–44,198], which indicates that (n+1) skeletal electron pairs are 

required for a borane molecule to be stable. Von Ragué Schleyer et al.[64] reported that 

an increase in the cluster size of borane dianions causes a decrease in the coulomb 

repulsion and results in a large number of multicenter bonding interaction. Thus, the 

larger closo-boranes such as [B16H16]2- and [B17H17]2- were found to be more stable than 

the smaller ones (n=5-11) according to various parameters, such as the vertex basis 

PRDDO average energies, the synthesis basis cumulative BH addition energy or 

disproportionation approach[64]. 

Despite the predicted stabilities of larger closo-boranes, these systems have not 

been realized experimentally as parent borane clusters. The lack of successfully 

synthesized [BnHn]2- clusters for n>12 has been attributed to the exceptional stability of 

icosahedral [B12H12]2- cluster, which is also referred as icosahedral barrier[64]. It should 

be noted that the icosahedral barrier has been overcome for the cases of carboranes, 

metallaboranes and metallacarboranes. The first metal-free 13-vertex carborane has been 

experimentally realized in 2003[66]. Since then, a series of 13- and 14-vertex carboranes 

have been synthesized and structurally characterized[199,200]. More recently, Zheng et 

al. have successfully prepared the 15- and 16-vertex carboranes with the introduction of 

silyl groups to both cage carbons[201]. In the case of metallaboranes and 

metallacarboranes, several structures beyond the icosahedral barrier have been reported 

as well[78,202]. We also note that exploration of new synthetic routes and mechanisms 

for supraicosahedral systems is still an active research area as several theoretically 

predicted boron-based polyhedral clusters have not been experimentally synthesized yet. 

In addition to supraicosahedral clusters, perfunctionalized clusters can provide new 

applications and synthetic routes for boron cluster chemistry. Different functional groups 

have been utilized for this purpose such as halogens, hydroxyl, ester, cyanide and amine 

groups[54,59,203–208], and electron holding ability of the terminal group is shown to be 

important to obtain stable clusters for borane derivatives[203,204]. More recently, 

selective functionalization of cage B-H bond in polyhedral boranes and carboranes have 

become a powerful methodology to synthesize a variety of structures with different 

functional groups[90,93,95,209]. On the other hand, the effect of perfunctionalization or 

selective functionalization on the stability and electronic structure of larger borane 

clusters (n ³ 13) has not been explored. In that aspect, we performed DFT calculations on 

a series of polyhedral [BnXn-2] clusters (n=10, 12, 13, 14, 15 and 16) where X denotes H, 

F, Cl, Br, CN, BO, OH and NH2 groups and all the results of larger clusters are particularly 
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given in comparison to [B12X12]2- counterparts, since this cluster has been the central 

focus of experimental [55,59,207,210] and theoretical[54,206,208] investigation among 

the borane clusters. The effect of substitution on geometries, electronic structure, charge 

distribution and formation enthalpies were investigated for these clusters. The results for 

the borane systems were also compared to selective carborane clusters in the case of 

formation enthalpies.  We hope that our work can provide useful information in terms of 

cluster stability and possible reaction paths for target systems. 

 

3.2 Computational Details 

All DFT calculations were carried out using Gaussian 09[211] package program 

and Gaussview 5.0[212] was used for the visualization. Geometries were optimized and 

electronic structures were investigated for varying size of borane clusters and substituted 

derivatives ([BnXn]2-, n = 10, 12, 13, 14, 15, 16; X= H, F, Cl, CN, BO, OH and NH2) 

using PBE0 functional[213,214], which was shown to have a good agreement with the 

experiment in previous work. 6-311++G** basis set was used for the calculations. 

General structures and point group symmetries of the parent borane dianions are 

represented in Figure 3.1. 

 

Figure 3. 1 Structural representation of [B10H10]2-, [B12H12]2-, [B13H14]2-, [B14H14]2-, 
[B15H15]2- and [B16H16]2- clusters along with point group symmetries. 
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Geometry optimizations were followed by the frequency calculation on the same 

method for the confirmation of the minima on the potential energy surface. As a result of 

this analysis, there is no negative frequency found which signifies the kinetic stability of 

the clusters. The vertical and adiabatic detachment energies (VDE and ADE) were 

determined for the dianions as described in reference 20 with the same level of theory. 

Benchmark calculations for the electron detachment energies of [B12X12]2- clusters were 

also performed using different functionals (GGA (BP86[215,216]), hybrid 

(B3LYP[217],PBE0[213,214]) and meta-hybrid (M06-2X[172])) to have a clear idea of 

functional effect on the energies and the results are provided in the supplementary 

information (SI). Charge distributions on the clusters were computed using electrostatic 

potential (ESP)-derived method (charges from electrostatic potentials using a grid 

(CHELPG[218])) and natural population analysis (NPA[219–222]). Due to the 

diagonalization problem during NPA for [B12BO12]2- and [B16(NH2)16]2- with the 6-

311++G** basis set, 6-31G* was used as for these two clusters. 

Reaction enthalpies based on –BX addition to [B12X12]2- clusters were calculated 

and their relation with different substituents as shown in Eq. 1 where n=13, 14, 15 and 

16. Moreover, this approach was applied on the transition from 12-vertex to 13- and 14-

vertex clusters for singly substituted borane and carborane clusters, as given in Eq 2 and 

Eq. 3 (n=13, 14), respectively. 

[𝐵%"𝑋%"]"N + (𝑛 − 12)𝐵W𝑋W𝐻X ⟶ [𝐵7𝑋7]"N + (𝑛 − 12)𝐵Y𝑋Y𝐻X     (3.1) 

[𝐵%"𝐻%%𝑋]"N + (𝑛 − 12)𝐵W𝐻%1 ⟶ [𝐵7𝐻7N%𝑋]"N + (𝑛 − 12)𝐵Y𝐻Z     (3.2) 

𝐶"𝐵%1𝐻%%𝑋 + (𝑛 − 12)𝐵W𝐻%1 ⟶ 𝐶"𝐵7N"𝐻7N%𝑋 + (𝑛 − 12)𝐵Y𝐻Z     (3.3) 

For the singly substituted clusters, different isomers were considered for the enthalpy 

calculations while only the results from lowest-energy isomers were reported. These 

reactions were mainly adapted from the study of Schleyer on the larger boranes[64] and 

other related studies[223,224]. The PBE0 results for formation enthalpies were also 

compared to those obtained with B3LYP[217] and M06-2X[172] for benchmark 

purposes.  
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3.3 Results and Discussion 

3.3.1 Geometry 

In Figure 3.2a, the average bond lengths ((B-B)avg.) between the cage boron atoms 

are shown with respect to different substituent groups. As shown in the figure, transition 

from 10 or 12-vertex to larger clusters exhibits a significant increase in (B-B)avg., and this 

increase is more pronounced for the lower symmetry 13- and 15- vertex clusters compared 

to 14- and 16 vertex cases. In case of [B10X10]2- and [B12X12]2-, (B-B)avg. do not show a 

significant variation for different substituents, whereas there is a noticeable expansion of 

the cage structure for larger clusters (n ³ 13) upon substitution with the halogen atoms. 

For these clusters, (B-B)avg. show a maximum increase of 0.017 Å, 0.021 Å, 0.027 Å and 

0.033 Å for 13, 14, 15 and 16-vertex clusters respectively with the substitution of X=Br 

compared to the case where X=H. 

 

Figure 3.2 a) The average B-B bond lengths or (B-B)avg. (Å) for cage boron atoms in 
[BnXn]2- clusters, and deviations in the (B-B)avg. for b) [B12X12]2- and c) [B13X13]2- with 
respect to different substitutions. 

In the case of [B12X12]2-, clusters exhibit an almost perfect icosahedral (Ih) 

symmetry for single-atom substitutions (X=F, Cl and Br) or substitutions with linear 

geometry (X=CN and BO), whereas the geometries show slight distortions from Ih 

symmetry with OH and NH2 substitution. The deviations in (B-B)avg. are  calculated to be 

0.002 Å and 0.02 Å for OH and NH2 respectively as illustrated in Figure 3.2b. In contrast 

to [B12X12]2-, different substitutions generally show similar deviations for the (B-B)avg.of 

larger clusters (Figure 3.3), especially for the cases with lower point group symmetries 
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such as [B13X13]2-as illustrated in Figure 3.2c. For [B14X14]2- and [B16X16]2-, the calculated 

deviations for the (B-B)avg show a slight increase with OH and NH2 substitution similar 

to the case in [B12X12]2-.   

 

Figure 3.3 Deviations in (B-B)avg. length depending on the substitution for a) [B10X10]2-, 
b) [B13X13]2-, c) [B14X14]2-, d) [B15X15]2- and e) [B16X16]2-clusters. 

 

3.3.2 Electronic Structure 

Figure 3.4a-f show the pictorial representation of frontier orbitals along with their 

energies for different substituents of the investigated systems. As seen from the figure, 

the energetics of frontier orbitals show a similar trend for all dianion clusters, except for 

the case of Br substitution. For halogen substitution, both HOMO and LUMO levels of 

10, 12, 13 and 15-vertex clusters exhibit a monotonic stabilization from F to Br as a result 

of -I (inductive) effects on the boron cage. In the case of [B14Br14]2- and [B16Br16]2- 

dianions, however, this trend is broken for X=Br, as the HOMO levels of these larger 

boranes are destabilized with respect to the case in Cl substitution. The population 

analysis for the HOMO levels reveals that only p orbitals of Br contribute to the HOMO 

of [B14Br14]2- and [B16Br16]2- clusters, while significant contribution from p orbitals of 

boron cage appears for the HOMOs in the case of X=Cl or F. The lack of mixing between 

Br and B orbitals most likely originates from the energy difference (DE) parameter 

between these levels. On the other hand, there is significant mixing predicted between Br 

and B orbitals for the LUMO level, resulting in the stabilization of this level for [B14Br14]2- 

and [B16Br16]2- clusters as expected. We note that a similar destabilization in the HOMO 
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level for halogen substitution was reported previously[59]  for [B12X12]2-clusters as well, 

however, the monotonic trend was shown to be broken for X=I in this case instead of 

X=Br found for larger cluster series in this study.  

 

Figure 3.4 HOMO-LUMO levels of (a) [B10X10]2-, (b) [B12X12]2-, (c) [B13X13]2-, (d) 
[B14X14]2-, (e) [B15X15]2- and (f) [B16X16]2- clusters calculated with PBE0/6-311++G**. 

 

In all cases of clusters regardless to their size or symmetry, the highest stabilization 

for both HOMO and LUMO levels is seen for the cases of isoelectronic BO and CN 

substitution, as a result of large -M (mesomeric) effect on the boron cage. Interestingly, 

this stabilization appears to be higher in amount than that of [B12X12]2- for all the others. 

In comparison, OH substitution generally exhibits a large destabilization for HOMO and 

LUMO levels as a result of +M effect. It should be noted that the substituent effects on 
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HOMO and LUMO energies of all clusters largely resemble the mesomeric (±M) and 

inductive (±I) effects observed in p-conjugated systems[225–227] as illustrated in Figure 

3.5 for the 9, 10-substitution of anthracene. In that regard, we expect that substitution 

effects on boron-containing clusters should generally follow the trends that are obtained 

for a large set of p-conjugated systems in the literature. 

 

Figure 3.5 a) HOMO-LUMO levels with pictorial representation of orbitals and, b) 
VDEs of 9, 10-substituted anthracene C14H8X2 (X= H, F, Cl, Br, CN, BO, OH and NH2) 
calculated with PBE0/6-311++G** 

For the investigated systems, the positive HOMO energies can be interpreted to 

indicate unstable charge for the dianion clusters, while this can also be a result of the 
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employed theoretical methodology. For instance, the positive HOMO energy of the 

[B12H12]2- molecule in the gas phase, which was proven to be stable[55], is shown to be 

slightly positive with PBE0 functional while the same HOMO energy is determined to be 

negative with M06-2X functional. It should be noted that the percentage of exact Hartree-

Fock (HF) exchange in the level of theory can be significant for such predictions as 

illustrated for [B12H12]2- in Figure 3.6. In comparison, hypercloso-[B12OH12] was found 

to have a positive reduction potential in solution, while it was also reported that the 

electronic stability decreases upon substitution with the hydroxyl group compared to the 

case with other functional groups[208]. As for the stability in the gas phase, it is quite 

clear that [B12(OH)12]2- or [B12(NH2)12]2- molecules with significantly higher HOMO 

values, is most likely not electronically stable, which is supported by the negative 

adiabatic electron detachment energies (ADEs) as well (vide infra). We also note that the 

energy of the frontier orbitals for the case of OH or NH2 substitution monotonically 

decrease with the cluster size for even numbered clusters. In fact, the difference in the 

energy of HOMO between [B12H12]2- and [B12OH12]2- is predicted to be 1.01 eV whereas 

the same difference in the case of [B16X16]2- is only 0.26 eV. Interestingly, for [B13X13]2- 

and [B14X14]2-, HOMO even becomes more stable for the case of OH substitution 

compared to the case where X=H. This is most likely the result of the fact that large +M 

effects induced by OH or NH2 groups, which increase the p electron density on the boron 

cage significantly, can be compensated more easily in the case of larger clusters.  

 
Figure 3.6 Comparison of HOMO and LUMO levels for [B12H12]2- cluster calculated 
with different density functionals of varying exact exchange along with Hartree-Fock 
(HF) theory. 

 



47 
 

In addition to the electronic structure, both VDEs and ADEs were calculated with 

different DFT functionals, and the results were given in Table 3.1 and 3.2 for [B12X12]2 

clusters, respectively.  

Table 3. 1 Vertical detachment energies (VDEs) in eV calculated at different levels of 
theory for [B12X12]2- (The values in the parenthesis are VDE values with Zero Point 
Energy (ZPE) correction) 

 BP86 B3LYP PBE0 M06-2X 

[B12H12]2- 1.17 (1.03) 1.21 (1.07) 1.28 (1.14) 1.45 (1.31) 
[B12F12]2- 1.46 (1.37) 1.97 (1.88) 2.01 (1.92) 2.38 (2.29) 

[B12Cl12]2- 2.28 (2.20) 2.72 (2.64) 2.79 (2.71) 3.25 (3.16) 

[B12Br12]2- 2.43 (2.35) 2.85 (2.76) 2.94 (2.85) 3.46 (3.38) 

[B12(CN)12]2- 4.98 (4.84) 5.44 (5.30) 5.56 (5.42) 6.08 (5.94) 

[B12(BO)12]2- 5.24 (5.09) 5.91 (5.75) 6.07 (5.92) 6.71 (6.55) 

[B12(OH)12]2- -0.22 (-0.26) 0.17 (0.13) 0.17 (0.13) 0.53 (0.49) 

[B12(NH2)12]2- -0.47 (-0.51) -0.16 (-0.20) -0.15 (-0.19) 0.21 (0.18) 

 
Table 3.2 Adiabatic detachment energies (ADEs) in eV calculated at different levels of 
theory for [B12X12]2- (The values in the parenthesis are ADE values with ZPE 
correction) 

 BP86 B3LYP PBE0 M06-2X 

[B12H12]2- 0.83 (0.69) 0.92 (0.78) 0.96 (0.81) 1.12 (0.98) 
[B12F12]2- 1.31 (1.22) 1.64 (1.55) 1.62 (1.53) 1.99 (1.90) 

[B12Cl12]2- 2.21 (2.12) 2.58 (2.50) 2.59 (2.50) 3.05 (2.97) 

[B12Br12]2- 2.38 (2.30) 2.78 (2.70) 2.80 (2.72) 3.32 (3.24) 

[B12(CN)12]2- 4.87 (4.73) 5.33 (5.19) 5.46 (5.32) 6.01 (5.87) 

[B12(BO)12]2- 5.24 (5.21) 5.91 (5.75) 6.07 (5.92) 6.71 (6.55) 

[B12(OH)12]2- -0.50 (-0.54) -0.34 (-0.38) -0.31 (-0.35) 0.03 (-0.01) 

[B12(NH2)12]2- -0.92 (-0.95) -0.77 (-0.81) -0.75 (-0.78) -0.36 (-0.40) 

 

PBE0 functional which was recommended by previous studies[55,206] as a cost-

effective alternative to CCSD(T) method was used as reference method in this study. Note 

that this functional was shown to yield reliable results for VDEs of H and F substituents, 

but it underestimates the VDE values for Cl and Br substituted dianions[55,59]. It should 

also be mentioned that the BP86 functional with no exact HF exchange highly 

underestimates the VDEs compared to the case with PBE0, while approximate results 

were obtained with B3LYP as expected, which has similar HF exchange contribution. On 

the other hand, M06-2X overestimates the VDEs due to the high ratio of HF exchange in 
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the functional. The VDEs given in Figure 3.7 show a quite similar trend for all cluster 

sizes, except for the Br substituent. Unlike the others, VDE value of [B14Br14]2- and 

[B16Br16]2- is lower than those of Cl substituted ones. Notice that a similar discrepancy 

between 14- and 16-vertex clusters and the others has been found for the HOMO levels 

as well. Both results account for a decrease in the electronic stability in [B14Br14]2- and 

[B16Br16]2-, which is due to the lack of mixing between Br and B p orbitals. Since VDE is 

a parameter which is directly related to the electronic stability of the molecule, it can be 

said that the highest stability for [BnXn]2- dianions was found for the BO substituent 

followed by CN substituent, as also stated for [B12X12]2- clusters in previous 

studies[54,206]. Figure 3.7 also shows that the energy required to eject an electron from 

the dianions is not directly related to the cluster size. VDEs of only [B16X16]2- and some 

derivatives of [B14X14]2- lie above the icosahedral boron cluster, which may indicate 

higher stability for these clusters. 

 

 

Figure 3.7 Comparison of calculated (a) VDE values and (b) H-L gaps for the clusters 
with different substituents using PBE0/6-311++G** level of theory. 

3.3.3 Reaction Energies 

In addition to the electronic structure analysis, we have performed an investigation 

for the formation enthalpies (DHadd.) of larger borane clusters from icosahedral [B12X12]2- 

with a focus on the effect of substitution on icosahedral barrier. The single step reaction 

has been adapted from the seminal work of Schleyer et al.[64], which has been employed 

in following studies investigating borane and carborane clusters[223,224]. The results for 

the [BnXn]2- are summarized for PBE0/6-311++G** level of theory, and the same values 

are also tabulated for B3LYP and M06-2X for comparison in Table 3.3. We note that 

while calculated DHadd with PBE0 and M06-2X functionals show a good agreement, 
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DHadd values obtained with B3LYP are somewhat larger, especially for the cases of n=15 

and 16. In comparison, all functionals yield similar trends with respect to the substitution 

effect on the DHadd. 

Table 3.3 Calculated formation enthalpies (DHadd)*of perfunctionalized borane clusters, 
[BnXn]2-,from icosahedral [B12X12]2- with different level of theories 

Clusters 
∆H (kcal/mol) 

H F Cl Br CN BO OH NH2 

PBE0/6-311++G** 

[B13X13]2- 42.33 46.06 53.43 56.12 46.53 40.37 35.10 27.01 

[B14X14]2- 3.43 17.70 26.92 32.33 13.26 3.35 3.01 -15.62 

[B15X15]2- 3.72 31.03 44.12 52.73 20.65 3.87 24.26 -23.84 

[B16X16]2- -16.02 20.62 39.10 52.00 9.57 -14.46 22.60 -41.97 

B3LYP/6-311++G** 

[B13X13]2- 43.67 46.50 54.60 57.47 48.32 42.69 30.98 16.20 

[B14X14]2- 10.20 24.00 34.20 40.27 21.15 11.66 0.09 -32.02 

[B15X15]2- 14.13 40.38 55.38 65.01 32.67 16.52 19.45 -48.03 

[B16X16]2- -2.82 32.62 53.78 68.06 25.14 2.17 15.93 -74.12 

M06-2X/6-311++G**        

[B13X13]2- 44.72 46.20 56.57 60.19 48.50 42.75 33.76 23.37 

[B14X14]2- 4.11 17.33 27.72 33.91 12.10 2.33 -3.67 -28.75 

[B15X15]2- 4.24 30.04 44.93 54.98 18.46 2.03 14.08 -44.10 

[B16X16]2- -15.79 18.44 39.37 53.50 5.56 -17.81 9.03 -68.71 

* The ∆Hadd. values are calculated based on the addition reaction [B12X12]2- + (n-12)B6X6H4 ® 
[BnXn]2- + (n-12)B5X5H4 where n=13, 14, 15 and 16. 

 

As shown by Schleyer et al.[64]  and later confirmed in other works[223], there is 

a large gain in stability for the formation of [B12H12]2- cluster with respect to neighboring 

clusters in size. This is also seen in our investigation as the calculated DHadd. for [B13H13]2- 

cluster is quite large (42.33 kcal/mol), while DHadd for the formation of [B12H12]2- from 

[B10H10]2- is calculated to be -91.45 kcal/mol. This exceptional stability of [B12H12]2- is 

often associated with the icosahedral barrier. We note that icosahedral barrier in this 

context does not refer to an actual energy barrier between two minima and the transition 

state, however, one should still expect a large energy barrier for the formation of 

[B13H13]2- from [B12H12]2- as a result of Hammond's postulate. The DHadd values are also 

positive for n=14 and 15 cases, whereas it finally becomes negative for the case of 

[B16H16]2, which is also in agreement with the previous work[64]. To understand the 

effect of substitution more clearly, we illustrated the change in calculated ∆Hadd. for each 
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cluster relative to the case where X=H respectively in Figure 3.8a. For all clusters, it is 

seen that the energy barrier becomes larger with the halogen substitution with an 

increasing trend as F®Cl®Br. The larger energy barriers are also obtained for X=CN 

cases with respect to X=H, however, calculated ∆Hadd are not as large as the halogen 

substitution for almost all cases. A further reduction is seen with BO substitution, which 

shows very similar results with the unsubstituted borane clusters for the calculated ∆Hadd. 

These results are most likely related to the increasing -M effect with CN and BO 

substitution compared to the halogens. In comparison, the most intriguing results are 

obtained for the energy barriers when substituents with strong +M effects are introduced. 

In the case of OH substitution, ∆Hadd. is reduced by ~7 kcal/mol compared to the X=H 

case for [B13X13]2-, whereas this reduction further increases to ~15 kcal/mol with NH2 

substitution. For larger clusters such as [B15X15]2- and [B16X16]2-, however, OH 

substitution shows an increase in the ∆Hadd whereas NH2 substitution still shows 

substantial decrease in the calculated ∆Hadd compared to the case where X=H, which most 

likely results from stronger +M effects of NH2 group.   

 

 

Figure 3.8 a) Calculated relative ∆Hadd values for the formation of perfunctionalized 
boron clusters based on the reaction [B12X12]2- + (n-12)B6X6H4 ® [BnXn]2- + (n-
12)B5X5H4 (n=13, 14, 15 and 16), and b) calculated relative ∆Hadd values for the 
formation of single-substituted boron clusters based on the reaction [B12H11X]2- + (n-
12)B6H10 ® [BnHn-1X]2- + (n-12)B5H9  (n=13 and 14). For all substitution, ∆Hadd are 
scaled relative to the case where X=H. All values are obtained with PBE0/ 6-311++G** 
level of theory.  

 
In order to evaluate the effect of single substitution instead of perfunctionalization, 

∆Hadd was also calculated for the formation of 13- and 14-vertex clusters based on the 

addition reaction (Eq. 2). As shown in Figure 3.8b and Table 3.4, single substitution for 
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the 13-vertex cluster exhibits quite different results for the calculated ∆Hadd compared to 

the case of perfunctionalization. For the single substitution of 13-vertex cluster, all 

functional groups result in lowering the ∆Hadd values compared to the non-substituted 

case. This result most likely originates from the reduced symmetries in the case of single-

substituted clusters. We note that [B12H12]2- cluster exhibits the highest symmetry (Ih point 

group) whereas [B13H13]2- exhibits the lowest symmetry (C2v point group) among the 

investigated systems (Figure 3.1). This is also the case for the perfunctionalized clusters 

except for OH and NH2 substitution as discussed previously (Figure 3.2). For this reason, 

the effect of reduced symmetry on the stability of the clusters is expected to be largest for 

the 12-vertex cluster, while it is expected to be lowest for the 13-vertex cluster. It should 

also be noted that while there is a reduction in the icosahedral barrier for all single-

substituted systems of [B13H12X]2-, this reduction is further pronounced for OH and NH2 

substitution due to strong +M effects as expected from the results of perfunctionalized 

systems. In the case of [B14H13X]2-, the effect of reduced symmetry on the stabilities of 

the parent [B12H12]2- (Ih point group) and [B14H14]2- (D6d point group) clusters are expected 

to be similar as both clusters are highly symmetric. In this case, icosahedral barrier is still 

reduced with OH and NH2 substitution as a result of electronic effects, while Cl, Br, CN 

and BO substitution shows an increase in the ∆Hadd values compared to non-substituted 

clusters.  
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Table 3.4 Calculated formation enthalpies (DHadd.)* of [BnHn-1X]2- clusters from 
icosahedral [B12H11X]2- 

Clusters 
∆H (kcal/mol) 

H F Cl Br CN BO OH NH2 

PBE0/6-311++G** 

[B13H12X]2- 42.33 41.27 40.32 40.37 40.77 41.26 36.09 34.07 

[B14H13X]2 3.43 2.90 4.21 4.44 5.49 5.44 0.61 -0.12 

B3LYP /6-311++G**        

[B13H12X]2- 43.67 42.42 41.27 41.19 41.91 42.45 37.29 35.25 

[B14H13X]2 10.20 9.66 11.03 11.24 12.34 12.34 7.46 6.73 

M06-2X/6-311++G**        

[B13H12X]2- 44.72 43.65 43.14 43.39 43.74 44.23 38.67 36.83 

[B14H13X]2 4.11 3.74 4.98 5.35 6.30 6.34 1.57 0.95 

* The ∆Hadd. Values are calculated based on the addition reaction [B12H11X]2- + (n-12)B6H10 ® [BnHn-

1X]2- + (n-12)B5H9 where n=13, 14. 
 
 

Table 3.5 Calculated formation enthalpies (DHadd.)* of [C2Bn-1Hn-2X]2- clusters from 
icosahedral [C2B10H11X]2- using PBE0 

Clusters 
∆H (kcal/mol) 

H F Cl Br CN BO OH NH2 

[C2B11H12X]2- 31.17 30.40 30.19 29.81 29.51 29.30 28.74 27.68 

[C2B12H13X]2- 17.70 16.20 16.95 17.15 17.97 18.58 13.84 14.68 

* The ∆Hadd. Values are calculated based on the addition reaction [C2B12H11X]2- + (n-12)B6H10 ® 
[C2Bn-2Hn-1X]2- + (n-12)B5H9 where n=13 and 14. X is bounded the boron atom which is the neighbor 
of two C atoms. 

 

In addition to borane clusters, we also explored the effect of single substitution on 

the formation of 13- and 14-vertex carborane clusters in a similar manner as shown in 

Figure 3.9 and Table 3.5. We note that the icosahedral barrier is also present for 

carboranes, however, it is calculated to be substantially lower compared to the case in 

borane clusters[223]. As shown in Figure 3.9, the effect of single substitution on the 

energetics of icosahedral barrier for carboranes also follows a similar trend compared the 

case of boranes (Figure 3.8b). For carboranes, however, the reduction in the barrier with 

OH and NH2 substitution is not as high, which most likely results from the fact that the 

symmetry is already reduced for the parent C2B10H12 cluster compared to [B12H12]2-. In 

general, our findings indicate that both symmetry and electronic effects can play an 

important role in reducing the icosahedral barrier for the investigated systems. As 

mentioned earlier, this barrier mainly originates from exceptional stability of 12-vertex 
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cluster clusters. Through substitution, it can be substantially reduced, especially for the 

12-vertex to 13-vertex transition, by destabilizing the 12-vertex clusters with functional 

groups exhibiting strong +M effects, and reducing the symmetry with bulky ligands. 

 

Figure 3.9 Calculated relative ∆Hadd values for the formation of single-substituted 
carborene clusters based on the reaction C2B10H11X + (n-12)B6X6H4 ® C2Bn-2Hn-1X + 
(n-12)B5X5H4 (n=13, 14). For all substitution, ∆Hadd are scaled relative to the case 
where X=H. All values are obtained with PBE0/ 6-311++G** level of theory. 
 

3.3.4 Population Analysis 

Charge distribution through the clusters can provide a deeper understanding about 

where the electron loss is occurred from, and how the stabilities are connected to the 

charge distribution. Therefore, we utilized two methods to obtain the atomic partial 

charges: NPA and CHELPG. While the NPA charge is derived from the summation over 

all-natural atomic orbitals (NAOs) of a given atom, the atomic charges are fitted to 

reproduce the molecular electrostatic potential (MEP) at a number of points around the 

molecule in the latter method[218,222]. NPA and CHELPG charges are represented as 

the summed-up charges for equivalent atoms in the core and surrounding substituent 

regions in Figure 3.10 and Figure 3.11, respectively.  
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Figure 3.10 Schematic representation of the NPA charge distribution in the dianions in 
terms of an inner core (B10/B12/B13/B14/B15/B16) and an outer shell 
(X10/X12/X13/X14X15/X16). The same charge distribution with CHELPG method is 
illustrated in Figure 3.11. 
 

Although the magnitudes of the charges vary depending on the population analysis 

method, both give similar results for all clusters except the ones with X=H. Unlike for 

other derivatives, NPA and CHELPG methods give opposite results for all dianions for 

this case as the negative partial charges appear on B atoms, and H atoms have positive 

partial charges with the NPA method, whereas the opposite is true in the case of CHELPG 

method. This discrepancy has also been previously reported for (car)borane 

studies[55,228].  Even though there is still a debate on the reliability of population 

methods for the calculated H partial charges in (car)boranes, CHELPG method is likely 

to produce a more accurate description, since the electronegativity difference between B 

and H, as well as the previous experimental evidence[228–233], suggest more negative 

H atoms and more positive B atoms for these systems. 
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Figure 3.11 Schematic representation of the ESP (CHELPG) charge distribution the 
dianions in terms of an inner core (B10/B12/B13/B14/B15/B16) and an outer shell 
(X10/X12/X13/X14/X15/X16). 

For all fluorinated clusters, the boron cage is positively charged while surrounded 

by the highly negative F substituent shell, and it becomes much more positive with 

increasing cluster size. Switching to the less electronegative Cl substituent, the shell 

regions of the clusters are still more negative than the core part, but the differences 

between two regions are less than the F substitution, and the substituents seem not to have 

a considerable effect on the charge distribution. With the Br substituent, the charges are 

more uniformly distributed throughout the smaller dianions and the charge difference 

between inner and outer shells are small, while boron cage appears to become more 

negative region unlike the case in X=Cl and X=F, with an increasing strength via 

increasing cluster size. In the previous work with halogen-substituted [B12X12]2 clusters, 

Warneke et. al[59], showed that the electron detachment, which is determined by the 

HOMO position, occurs from the more positively charged region of the molecule. As a 

result, a decrease in the stability of the clusters for X=I and X=At substituents was shown 
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to originate from the fact that HOMO level mainly originates from the electrons of the 

substituent with significant reduction in the contribution of the core atoms. This is also 

the case in stability of [B14Br14]2- and [B16Br16]2-in this study, which was predicted to 

exhibit a more negative core compared to the substituent shell. For diatomic substituents, 

the charge on the boron cage also depends on the electronegativity of the atom which is 

directly bonded to the cage. For X=CN, the total partial charge on the boron cage in all 

clusters is quite small, while very positive and very negative charges are predicted for 

X=OH/NH2 and X=BO cases respectively.  

 

3.4 Conclusions 

In this work, we have performed a benchmark study for the electronic structure and 

relative stability of [BnXn]2- clusters (X= H, F, Cl, Br, CN, BO, OH, NH2) with respect to 

substituent effects. In the case of electronic structure, BO and CN substitution showed a 

large stabilization for the HOMO/LUMO and electron detachment energies as a result of 

large -M effect while OH and NH2 substitution resulted in the opposite due to +M effect 

on the boron cage. For halogen substitution, the inductive effects of the substituents 

became more dominant than their mesomeric effect and electronic stabilization was 

provided by -I effect on the boron cage. For all cases, substitution effects on the electronic 

structure of boron clusters showed a striking resemblance to the ±M and ±I effects 

observed for the p-conjugated systems.  

In addition to the effects on electronic structure, we have examined the substituent 

effect on the formation enthalpies for larger boron clusters with the addition of BX groups 

to [B12X12]2-. For halogen and CN substitutions, the icosahedral barrier showed an 

increase compared to X=H case whereas functionalization with substituents with +M 

effect such as OH and NH2 showed a considerable reduction the icosahedral barrier. 

Similar results were also found for selective carborane clusters. In general, our results 

showed that the icosahedral barrier can be reduced through substitution by destabilizing 

the [B12X12]2- cluster with symmetry-reducing ligands or ligands with +M effects rather 

than stabilizing the larger clusters. To the best of our knowledge, benchmarking the 

functionalized closo-borane dianions through their electronic structures and stability 

relations on the basis of formation reactions have not been discussed previously. In that 
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regard, we hope that this study can be a useful guide for future experimental and 

theoretical investigations for such systems. 
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Chapter 4 

Fluorescence Quenching in Carborane-

Fluorophore Systems  
 

 

4.1 Introduction 

Fluorescent π-conjugated molecules have attracted tremendous interest in the last 

few decades as functional materials for both fundamental photophysical studies and in 

new-generation light-emitting and sensing applications ranging from life sciences to 

optoelectronics.[234–238] Especially, the ability to engineer fluorescent π-frameworks 

by electron-accepting and -donating substituents or (hetero)aromatic building blocks has 

enabled unprecedented diversity and fine-tuning ability in chemical structures and 

optoelectronic/sensing characteristics.[239–241] To this end, one of the unconventional 

approaches include carboranes, which are non-classically bonded clusters of boron, 

carbon, and hydrogen atoms.  Among carboranes, icosahedral closo-carborane (C2B10H12) 

stands out as a highly stable neutral framework as described by Wade-Mingos 

rules.[42,44,242]  In icosahedral closo-carboranes, three isomeric forms showing 

different polarities[82] and electronic acceptor capabilities (para < meta << ortho)[83,84] 

are plausible (1,2-C2B10H12 (o-carborane), 1,7-C2B10H12 (m-carborane), and 1,12-

C2B10H12 (p-carborane)). Among them, o-carborane containing two adjacent carbon 

atoms is the most studied cluster based on its facile reaction with varied π-systems to 

yield chemically and thermally stable molecules with potential applications in catalysis, 

electronics, energy storage, and medicine.[48,88–95] 

More recently, o-carborane has drawn attention as a building block to modify the 

chemical structures and to tune the fluorescence properties of π-conjugated 

fluorophores.[93,129,131–143,243–245] o-carborane shows distinct electron 
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delocalization via three-center two-electron bonds, which, along with the presence of 

boron atoms, gives strong electron-withdrawing ability to this cluster framework.[131] 

Therefore, when o-carborane is tethered to a relatively π-electron rich fluorophore at one 

of its carbon positions via a C-C single bond, donor-acceptor type electronic structures 

with tunable intramolecular charge transfer (ICT) characteristics could be 

realized.[143,246] While the o-carborane-fluorophore adducts typically exhibit low 

photoluminescence quantum yields in varied solutions, a unique enhanced emission 

behavior can be observed in the solid-state (i.e., aggregation-induced emission 

(AIE)).[136,141,247–249] This has been discussed in the previous literature that 

restricting the undesired vibrations of o-carborane’s “C-C” bond in the aggregate state 

leads to enhanced photoluminescence quantum yields. In addition, it has been shown that 

the enhancement in emission could also be achieved in solution phase via structural 

modifications on the o-carborane to limit o-carborane’s “C-C” bond elongation that play 

a critical role in emission quenching mechanisms.[141,148,248] It is also noteworthy that 

the dihedral angle between the o-carborane’s “C-C” bond and the fluorophore is another 

key parameter affecting the emission properties and tuning dual emission 

characteristics.[247,250–254]  

Among o-carborane-fluorophore adducts studied to date, o-carborane-anthracene 

(o-CB-Ant) molecule and its derivatives have attracted significant attention both for 

theoretical and synthetic studies since the seminal works by Chujo and co-

workers.[243,244] In solution, o-CB-Ant shows dual emissions with low quantum yields, 

where the high-energy S1 → S0 transition has a local excited state (LE) character on 

anthracene whereas the low-energy transition shows twisted intramolecular charge 

transfer (TICT). The TICT state mainly arises from the strong interaction between the o-

carborane’s “C-C” bond and the anthracene’s π-conjugated system, along with the 

perpendicular rearrangement of C-C bond with respect to the plane of anthracene.[149] 

This TICT emission can be maintained even in aggregated or crystal states due to the 

presence of sufficient space for rotations as a result of o-CB’s compact spherical 

structure.[149,243,247] On the other hand, the photophysical properties of o-CB-Ant 

system can be manipulated via functionalization or substitution of the adjacent C atoms 

on the o-carborane. For example, while only high energy TICT state with a low quantum 

yield is observed in solution with methyl or phenyl groups, a substitution with bulky 

groups (e.g., trimethylsilyl (TMS)) leads to a significant increase in the quantum 

yield.[94] More recently, Duan et al. have investigated the o-CB-Ant derivatives using 
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quantum mechanical and molecular dynamics simulations, based on which the elongation 

of C-C bond is suggested to lead to bathochromically shifted emissions with an increased 

CT character for the S1 → S0 transition.[149] 

In light of these recent studies, it has been mostly suggested that the o-carborane’s 

“C-C” bond elongation and the relative orientations of fluorophore vs. o-carborane 

moieties govern the electronic interaction and, hence, the photophysical properties of o-

CB-fluorophore systems. However, a complete theoretical understanding is still lacking 

in the literature for the interplay of excited-state nature/energetics and potential energy 

surfaces (PESs) with regards to emissive transitions and quenching mechanisms. Thus, it 

is still of great importance to pursue theoretical investigations on novel o-CB-fluorophore 

systems with the motivations of revealing the key effects of structural modifications and 

providing a better understanding for the photophysical properties. To this end, we herein 

perform a detailed investigation for the PESs of the S1 state for o-CB-Ant. Furthermore, 

we investigate the role of different substituents (F, Cl, CN, OH) on the o-CB cluster along 

with a π-extended acene-based fluorophore, pentacene, (o-CB-Pnt) on the energetics and 

the nature of S1 → S0 transitions for different conformations. Our results indicate the 

presence of a non-emissive CT state for o-CB-Ant as a result of significant C-C bond 

elongation in o-CB, which is suggested to play an important role for emission quenching 

as this state also corresponds to the lowest-energy excited state on the S1 PES in our 

investigation. Our results also show that the relative energy of this non-emissive CT state 

and energy barriers on the S1 PES can be modulated with respect to substituents or 

fluorophore energy levels, which can guide future experimental work in terms of emission 

tuning and enhancement for o-CB-fluorophore systems.  

  

4.2 Computational Details 

All computations were performed using the Gaussian09[211] program package. The 

ground state geometries of the investigated o-CB-Ant, substituted o-CB-Ant and o-CB-

Pnt systems were optimized at M06-2X/6-31G* level of theory. No imaginary 

frequencies were found for the optimized molecules. An integral equation formalism 

variant of the polarizable continuum model (IEFPCM)[181–185] was employed using 

THF as the solvent for both ground state and excited state computations. The MO 

diagrams were visualized by using GaussView[212] and orbital contributions were 
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generated on GaussSum[255] packages. Excited states computations were performed 

using TDDFT formalism as implemented in Gaussian09. Multiwfn program[256] was 

employed to calculate the charge separation parameter (∆r) for the excited states, degree 

of overlap (⋀) indexes of hole and electron wave functions, and the heat maps of transition 

density matrices (TDMs). Energy barriers for the excited-state PESs were examined both 

by alteration of the dihedral angle (j) with fixed C-C bond length and by C-C bond 

elongation with fixed j. 

As shown in previous work,[243] there are two main degrees of freedom for the 

geometry of the o-CB-Ant system: the dihedral angle (j for (C1-C2)—(C3-C4)) between 

the carborane and anthracene moieties and the C1-C2 bond length in the o-carborane 

cluster as shown with green and red arrows, respectively, along with numbering of C 

atoms in Figure 4.1. Two conformations of this system for the S1 state have been explored 

previously.[243] These two conformations are shown in Figure 4.4, and they correspond 

to the local excited (LE) and the hybridized local and charge-transfer (HLCT) excited 

states, respectively. We note that the second conformation has often been referred to as 

twisted-intramolecular charge transfer (TICT) state in earlier studies; however, our 

investigation reveals that this excited state shows a good mixture of both LE and CT 

characters and, thus, it is referred to as HLCT excited state in our work. In addition, in 

our analysis of the S1 state, a new conformation corresponding to a pure CT character (the 

rightmost conformation in Figure 4.4) is revealed (vide infra) for the first time in the 

literature, as a result of further elongation of the C1-C2 bond. 

 

Figure 4. 1 The illustration of important geometric parameters for excited-state 
geometries of o-CB-Ant along with numbering of C atoms used in the text.  
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Different functionals (BP86[215,216] (GGA), B3LYP[217] (hybrid), CAM-

B3LYP[171] (range-separated), and M06-2X[172]  (meta-hybrid)) were employed for the 

TDDFT optimization of three main excited-state conformations for benchmarking 

purposes. We note that B3LYP has been widely preferred for the excited-state 

investigation of o-CB-Ant as well as other carborane-fluorophore systems.[131–

136,143,243,247,251,257–259] In general, this functional shows good agreement for the 

absorption and emission energies of these systems. However, one should also note that it 

can sometimes be problematic for pure CT states, as it is shown to underestimate the 

excited-state energies for such transitions.[174,260–263]  

Table 4. 1 Benchmark results for the emission and absorption energies in eV (emission 
wavelengths in parenthesis) for different XC-functionals from the three different 
conformers in comparison with the experimental results. 

S1 state 

Emission Energies (eV) 

Experiment[243] BP86 B3LYP CAM-B3LYP M06-2X 

LE 2.76 (450) 2.20 (564) 2.39 (519) 2.59 (479) 2.61 (476) 

HLCT 2.07 (600) 1.74 (713) 1.94 (639) 2.18 (570) 2.25 (551) 

CT NA 0.33 (3781) 0.74 (1670) 1.40 (887) 1.31 (947) 

 Absorption Energies (eV)  

 Experiment[243] BP86 B3LYP CAM-B3LYP M06-2X 

LE 3.10 (400) 2.62 (474) 2.95 (420) 3.35 (370) 3.35 (370) 
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Table 4. 2 Pictorial frontier orbitals of the three conformations for S1 state along with 
the orbital contributions from o-CB and Ant moieties calculated with different XC 
functionals. 

S1 state   BP86 B3LYP CAM-B3LYP M06-2X 

LE 

LUMO 

 
CB: 8%, Ant: 92% 

 
CB: 8%, Ant: 92% 

 
CB: 7%, Ant: 93% 

 
CB: 7%, Ant: 93% 

HOMO 

 
CB: 6%, Ant: 92% 

 
CB: 6%, Ant: 94% 

 
CB: 6%, Ant: 94% 

 
CB: 6%, Ant: 94% 

HLCT 

LUMO 

 
CB: 62%, Ant: 38% 

 
CB: 60%, Ant: 40% 

 
CB: 48%, Ant: 

52% 

 
CB: 43%, Ant: 

57% 

HOMO 

 
CB: 13%, Ant: 87% 

 
CB: 14%, Ant: 86% 

 
CB: 15%, Ant: 

85% 

 
CB: 13%, Ant: 

87% 

CT 

LUMO 

 
CB: 96%, Ant: 4% 

 
CB: 96%, Ant: 4% 

 
CB: 96%, Ant: 4% 

 
CB: 96%, Ant: 4% 

HOMO 

 
CB: 5%, Ant: 95% 

 
CB: 5%, Ant: 95% 

 
CB: 6%, Ant: 94% 

 
CB: 7%, Ant: 93% 

 

 

Table 4. 3 ∆r and ⋀ values for the excited states of o-CB-Ant system with different XC 
functionals. 

 BP86 B3LYP CAM-B3LYP M06-2X 

 ∆r (Å) ⋀ ∆r (Å) ⋀ ∆r (Å) ⋀ ∆r (Å) ⋀ 

LE 0.28 0.83 0.23 0.84 0.21 0.84 0.20 0.84 

HLCT 1.78 0.65 1.68 0.67 1.06 0.71 0.92 0.73 

CT 4.18 0.22 4.14 0.22 3.89 0.24 3.85 0.25 
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In Table 4.1, 4.2, 4.3 and Figure 4.2, we compare the results of our benchmark 

calculations. As shown in the table, BP86 significantly underestimates the experimental 

results as expected. In comparison, B3LYP shows some improvements towards 

experimental values as the predicted energies of the vertical S0 → S1 and S1 → S0 

transitions of LE and HLCT states are 0.19-0.33 eV higher than those with BP86. Overall, 

the performances of M06-2X and CAM-B3LYP functionals are better when compared 

with B3LYP functional, especially for the S1 → S0 transitions of the LE state. However, 

the largest deviation (~0.6 eV) between B3LYP and M06-2X/CAM-B3LYP is seen for 

the S1 → S0 transition energy of the CT state as expected. BP86 and B3LYP functionals 

are also found to overestimate the degree of charge transfer, particularly for HLCT and 

CT states (Figure 4.2). Therefore, we concluded that both BP86 and B3LYP functionals 

are not suitable for the investigation of the excited-state PES, due to the involvement of 

pure CT character for certain geometry conformations. Meanwhile, the difference 

between the predicted transition energies via M06-2X and CAM-B3LYP are within 0.1 

eV for all states. There is also a good agreement for the predicted ∆r and ⋀ parameters 

for these functionals. We note that M06-2X functional has been shown to perform better 

for cluster systems compared to other functionals in terms of bonding and structure 

predictions.[264,265] In addition, this functional generally showed more stable excited-

state geometry optimizations when constraints were involved in our test calculations as 

compared to CAM-B3LYP. Therefore, we used M06-2X/6-31G* level of theory for the 

rest of our investigation. 
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Figure 4. 2 Heat maps of transition density matrix (TDM) graphs for S1 states of a) LE 
b) HLCT and c) CT states calculated with different XC functionals. 
 

4.3 Results and Discussion 

4.3.1 o-CB-Ant System 

In Figure 4.4, we summarize the energetics, excited-state geometries, along with 

the excited-state characteristics for the vertical S0 → S1 transition (absorption), and the 

possible S1 → S0 pathways (emission) for o-CB-Ant system. In the case of vertical S0 → 

S1 transition and the S1 → S0 transition in the LE conformation, the excited states mainly 

originate from the π-π* transition localized on the anthracene π-system, and the calculated 

oscillator strengths are similar (f = 0.22 vs. 0.25). The transition energies for vertical S0 

→ S1 (E0®1) and S1→ S0 (E1®0) in the LE state are calculated to be 3.32 eV and 2.61 eV, 

respectively. On the other hand, as a result of the C1-C2 bond elongation (1.66 Å → 2.25 
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Å) and the alteration of the dihedral angle (-13.0° → -86.5°) as shown in Figure 4.4, 

another possible S1 → S0 pathway is predicted with an HLCT character, a reduced 

transition energy (E1®0 = 2.25 eV), and an increased oscillator strength (f = 0.49). At this 

point, two important parameters play major roles for the electronic structures and the 

resulting excited-state energetics/characteristics. Firstly, the energy of the LUMO level 

for o-carborane moiety can be altered significantly with the C1-C2 bond length as this 

level shows a large antibonding character between C1 and C2. The comparison of the 

frontier orbital energy levels for varying C1-C2 bond lengths is shown in Figure 4.3. 

Secondly, the degree of orbital mixing between anthracene and o-carborane LUMO levels 

can be altered with j, where, unlike traditional push-pull systems; j = -90° corresponds 

to a maximum coupling between these orbitals while j = 0° corresponds to a minimum 

coupling. As a result, elongated C1-C2 bond length (2.25 Å) and the large j  (-87°) induces 

a strong orbital mixing between o-carborane and anthracene originated levels for the 

electron wavefunction of the HLCT state as shown in Figure 4.4. It should be noted that 

our findings are in good agreement with the previous findings by Chujo and 

coworkers[243] as the emission (S1 → S0) is experimentally shown to be possible from 

both LE and HLCT states. 

 
Figure 4. 3 Relative energies of the frontier levels for o-CB and Ant moieties with 
respect to C1-C2 distance on o-CB. 

 

As shown in Figure 4.3, it is possible for the o-carborane LUMO level to be 

considerably lower in energy than that of anthracene with elongation of the C1-C2 bond. 

This is indeed the case for the formation of pure CT state of o-CB-Ant where C1-C2 bond 

length increases to 2.53 Å. In addition, since j  becomes 0°, the orbital mixing between 
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o-carborane- and anthracene-based levels is restricted by symmetry. As a result, the 

corresponding S1 → S0 transition in this conformation is of strong CT character with a 

vanishing oscillator strength, where hole and electron are spatially separated and localized 

on the anthracene and the o-carborane moieties, respectively. The energy of the S0 state 

for the CT state geometry is calculated to be much higher (DE0 = 1.48 eV) than that of 

the ground-state geometry. In comparison, the same energy differences for HLCT and LE 

states are 0.71 and 0.36 eV, respectively. Despite this large deviation from the minimum 

S0, the adiabatic energy of the excited state (ES1) for the CT state is 2.79 eV, which is not 

only lower than both LE and HLCT states but also the predicted minimum energy on the 

S1 PES in our investigation. This is, of course, related to the fact that E1®0 becomes 

significantly smaller (1.31 eV), indicating an energetically close point between S1 and S0 

surfaces. 

 
Figure 4. 4 Illustration of the absorption and potential emission paths along with the 
corresponding geometries of the o-CB-Ant system. Transition energies (𝑬𝟎→𝟏/𝑬𝟏→𝟎) and 
the oscillator strengths (𝒇) are shown for each process. Adiabatic S1 state energies (𝑬𝑺𝟏) 
were calculated by the addition of 𝑬𝟎→𝟏/𝑬𝟏→𝟎 for the absorption and emissive/non-
emissive processes to the ground state energies (DE0) at corresponding geometric 
conformations. These three conformations correspond to the minimum energy points on 
the excited state (S1) potential energy surface. % contribution of anthracene and o-CB 
based orbitals to HOMO and LUMO for each transition are shown on the orbital 
pictures. 
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The excited-state optimization of o-CB-Ant reveals three critical C1-C2 bond 

lengths. While the CT state exhibits the minimum energy for S1, it is also important to 

understand the energy barriers on PESs and the excited-state characteristics of S1 state for 

different conformations. In Figure 4.5, we show the PESs for the S1 state with respect to 

j for fixed C1-C2 bond lengths (Figure 4.5a-c), calculated TDMs for selective S1 states on 

this surface (Figure 4.5d-f), and oscillator strengths for the corresponding S1 → S0 

transitions (Figure 4.5g-i). When C1-C2 bond length is 1.66 Å, the energy of S1 is 

minimum for j = -13° (LE state), while there is a local minimum at -90° with a very 

similar energy. It is seen that there is a rotational barrier (~0.3 eV) with changing j where 

the maximum energy is calculated for the conformation where j = -45°. For this surface, 

S1 → S0 transitions mainly originate from the π-π* transitions of anthracene for all 

conformations, regardless of j. As a result, the calculated oscillator strengths along with 

⋀ and ∆r parameters (Table 4.4) are quite similar and show strong LE characteristics for 

all j values.  

 

Figure 4. 5 (a-c) Potential energy surfaces (PESs) for the adiabatic excited-state 
energies (ES1) with respect to j at fixed C1-C2 bond lengths, (d-f) heat maps of 
transition density matrix (TDM) graphs for selective S1 states calculated with M06-
2X/6-31G*(Δr and Λ indexes are given in Table 4.4), and (g-i) calculated oscillator 
strengths for the corresponding S1 → S0 transitions. Frontier orbital pictures are also 
given for some specific conformations on PES diagrams to show the excited state 
character change. Atom numbering for the TDM plots is given in Figure 4.6. 
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Table 4. 4 ∆r and ⋀ values for the TDMs given in Figure 4.5 for selective S1 → S0 

transitions on the PESs with respect to j at fixed C1-C2 bond lengths. 
 C1-C2 = 1.60Å C1-C2 = 2.25Å C1-C2 = 2.53Å 

 ∆r (Å) ⋀ ∆r (Å) ⋀ ∆r (Å) ⋀ 

j = 0° 0.2 0.83 3.7 0.28 3.9 0.25 

j = -45° 0.2 0.82 0.8 0.75 3.1 0.47 

j = -90° 0.2 0.83 0.9 0.73 1.4 0.69 

 
 
 

 
Figure 4. 6 Atomic labels for the heat maps of TDM (H atoms are not given in the heat 
maps).  o-CB atoms are numbered as 1-12 (left and down in TDM plots) whereas Ant 
atoms are numbered as 13-26. (right and up in TDM plots) 
 

When the C1-C2 bond partially stretches to 2.25 Å, the minimum ES1 (2.97 eV) 

corresponds to the twisted conformation with j = -87°. Similar to the case where the C1-

C2 bond length is 1.66Å, there is a rotational barrier with a slightly increased energy of ~ 

0.4 eV and the conformation with j = -45° corresponds to the local maximum (energy = 

3.33 eV). In this case, however, the nature of the S1 → S0 transitions show a significant 

alteration with j, as indicated in the oscillator strengths trend (Figure 4.7h), along with 

calculated TDMs (Figure 4.7e), and ⋀ or ∆r parameters (Table 4.4). When j  is close to 

-90°, the S1 → S0 transition exhibits HLCT character where hole wave function is mainly 

localized on anthracene while electron wave function extends to both o-carborane and 

anthracene moieties. As a result, ∆r index shows a significant increase for this transition 
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compared to the LE case, while ⋀ shows a slight decrease. In addition, CT character 

becomes more dominant as j changes from -90° to 0°. At j = 0°, the total energy of S1 

(3.02 eV) is comparable to that with the j = -87°; however, the calculated oscillator 

strength for the S1 → S0 transition vanishes as a result of the strong CT character at this 

point. For this case, TDM and MO analysis reveal that the electron wave function is 

localized on the o-carborane cluster while the hole wave function is localized on the 

anthracene moiety. 

For conformations where the C1-C2 bond is fully elongated to 2.53 Å, the origin of 

the S1 → S0 transition with respect to j shows a similar trend to the case where the C1-C2 

bond is 2.25 Å as illustrated by calculated oscillator strengths and TDMs in Figure 4.5. 

As to the other PESs, there is a rotational barrier with a local maximum located at between 

-45° and -60°. In general, the CT character for the S1 → S0 transitions on this surface is 

more pronounced compared to the other cases due to increasing contribution from the o-

carborane-based orbitals to the electron wave function. Another important point is that 

the minimum point (2.79 eV) occurs at j = 0° (CT state), with a significantly lower energy 

than the local minima at j = -90° (3.09 eV) and the other minima (LE and HLCT states) 

in previous PESs (2.97 eV). As mentioned earlier, this conformation corresponds to the 

global minimum for the calculated ES1 in our investigation. 

Similar to our analysis with j, Figure 4.7a-c shows the calculated PESs of S1 state 

for C1-C2 bond elongation for fixed j  values at -13°, -87° and 0°, respectively. In 

addition, the TDMs for selected points (Figure 4.7d-f) and the calculated oscillator 

strengths (Figure 4.7g-i) are given to investigate the origin of the corresponding S1 → S0 

transitions along these surfaces. It should be noted that the PESs and the oscillator 

strengths at j = -13° and  j = 0° show a similar trend, which originates from the fact that 

orbital mixing between o-carborane and anthracene-based levels is similarly restricted for 

such small j values. In both cases, the PESs show an energy barrier of ~0.3 eV with bond 

elongations at a maximum point of ~ 2.0 Å. Interestingly, this bond length also 

corresponds to the crossover point for S1 → S0 transitions from LE to CT character as 

indicated from the calculated oscillator strengths. This is, of course, related to the relative 

energies of the o-carborane-based and anthracene-based frontier orbitals for the 

unoccupied levels (Figure 4.3) in the electronic structure. When j is -87°, however, the 

calculated PES becomes quite flat indicating that C1-C2 bond elongation can occur on this 

surface without an energy penalty. Another important point is that S1 → S0 transition 
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becomes increasingly HLCT character with C1-C2 elongation as shown by the increase of 

the corresponding oscillator strengths (Figure 4.7h) and TDMs (Figure 4.7e).   

 

Figure 4. 7 (a-c) Potential energy surfaces (PESs) for the adiabatic excited-state energies 
(ES1) with respect to C1-C2 bond lengths at fixed j, (d-f) TDMs for selective S1 states (Δr 
and Λ indexes are given in Table 4.5), and (g-i) calculated oscillator strengths for the 
corresponding S1 → S0 transitions. Atom numbering for the TDM plots are given in Figure 
4.6. 

 

Table 4. 5 ∆r and ⋀ values for the TDMs given in Figure 4.7 for selective S1 → S0 

transitions on the PESs with respect to C1-C2 bond lengths at fixed j. 
 j = -13° j = -87° j = 0° 

 ∆r (Å) ⋀ ∆r (Å)  ⋀ ∆r (Å) ⋀ 

C1-C2 = 1.60Å 0.2 0.84 0.2 0.83 0.2 0.83 

C1-C2 = 2.00Å 0.4 0.81 0.4 0.80 0.3 0.82 

C1-C2 = 2.50Å 3.8 0.31 1.4 0.69 3.9 0.25 

 

Previous experimental and theoretical work on o-CB-Ant and its derivatives have 

shown that these systems can facilitate dual emission in solution and solid state through 

LE and HLCT (or TICT) states as a result of intramolecular rotation upon photoexcitation. 

In addition, these systems generally exhibit low quantum yields in solution, which is often 

associated with the vibrational motion of the C1-C2 bond. More recently, Ochi et 
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al.[147,148] have demonstrated that for carbon–boron fused carboranes, C1-C2 bond 

elongation can cause emission quenching without an intramolecular rotation. In our 

investigation for the S1 state of o-CB-Ant, it is revealed that C1-C2 bond elongation to 

2.53 Å leads to a non-emissive S1 → S0 transition with a strong CT character and a 

vanishing oscillator strength, which also corresponds to the lowest-energy point on the S1 

PES. While this conformation exhibits a highly-energetic S0 point (1.48 eV as shown in 

Figure 4.4), the calculated energy barriers on the S1 surfaces are quite reasonable (0.3-0.4 

eV) suggesting that the molecule can reach to this geometry via electronic-vibronic 

couplings upon photoexcitation. We also note that the energy gap between the S0 and the 

S1 surfaces becomes quite small around this point, which can further increase the 

nonradiative decay rate according to the energy gap law. These findings along with 

previous experimental evidence suggest that the CT state resulting from fully elongated 

C1-C2 bond could be an important pathway on the fluorescence quenching of o-CB-Ant 

and its derivatives. 

4.3.2 Substitution Effect 

 

 
Figure 4. 8 Positions of substituents for o-CB-Ant derivatives (X: F, Cl, CN and OH). 

 

On the basis of our findings, the LUMO energy level of o-CB and its response to 

structural changes in excited state (e.g., C1-C2 bond elongation or intramolecular twist) 

plays a key role in determining the nature and energetics of S1 → S0 transitions, and, in 

principle, it could be tuned by substituting different elements or groups on the carbon or 

boron atoms. Thus, we envisioned to investigate varied substituents (-F, -Cl, -CN, and -

OH) in the current o-CB-Ant system. It has been previously shown that different 
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substituents on (car)borane clusters can induce strong mesomeric (±M) and inductive (±I) 

effects on the frontier energy levels of these clusters.[266] In this regard, we investigated 

how substitution may affect the photophysical properties of o-CB-Ant by altering the 

LUMO energy level of the o-carborane cluster. In Table 4.6, the effects on the excited-

state geometries and the transition energies are given for o-CB-Ant derivatives with 

different substitutions on one of the carbon atoms (see Figure 4.8 for the geometries of 

substituted derivatives).  

Table 4. 6 Transition energies (E0®1 or E1®0), oscillator strengths (ƒ), adiabatic S1 state 
energies (ES1), C1-C2 lengths and dihedral angles (j) for ground state and three main S1 
state conformations of o-CB-Ant. (Energies are given in eV.) 

 S0,min LE State 

Substitution E0®1 ƒ ES1 C1-C2 j E1®0 ƒ ES1 C1-C2 j 

H 3.37 0.22 3.37 1.65 -15 2.61 0.25 2.97 1.66 -13 

F 3.31 0.23 3.31 1.69 -21 2.51 0.25 2.90 1.69 -19 

Cl 3.23 0.22 3.23 1.73 -27 2.24(a) 0.21 2.77 1.73 -25 

CN 3.23 0.22 3.23 1.70 -23 2.26 (a) 0.21 2.78 1.70 -26 

OH 3.30 0.22 3.30 1.76 -22 2.50 0.25 2.89 1.75 -21 

 HLCT State CT State 

 E1®0 ƒ ES1 C1-C2 j E1®0 ƒ ES1 C1-C2 j 

H 2.25 0.49 2.97 2.25 -86 1.31 0.00 2.79 2.53 0 

F 2.24 0.50 2.61 2.25 -87 1.21 0.00 2.36 2.51 0 

Cl 2.17 0.49 2.18 2.27 -87 1.04 0.00 2.00 2.56 0 

CN 2.02 0.50 2.08 2.32 -87 0.90 0.00 1.81 2.54 0 

OH 2.37 0.40 2.57 2.13 -86 1.18 0.00 2.49 2.55 0 
 

(a) LE geometry calculations for Cl and CN substituted molecules were performed with 
fixed C1-C2 bond since they tend towards to the formation of HLCT state for these 
derivatives 
 

For the vertical S0 → S1 transitions (i.e., optical absorption), it is seen that 

substitution causes only a slight energetic red-shift for all systems as compared to that 

with -H substituents. The reason is that these transitions mainly maintain the π → π* 

character localized on the anthracene unit. The red-shift is 0.06-0.07 eV for -F and -OH 

substitutions, while the same red-shift with -Cl and -CN substitutions are slightly more 

pronounced (0.14 eV). Similarly, the S1 → S0 transition (i.e., optical emission) shows a 

local π → π* character for all substitutions in the case of LE state as well. However, in 

this case the red-shifts with respect to that with -H substituents are significantly higher 
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with -Cl and -CN substitutions (~0.35 eV). A similar shift is also calculated for the 

adiabatic excited-state energies (ES1) as well. In comparison, for the twisted conformation 

where j = -86° or -87°, the substitution shows a more pronounced stabilization effect on 

the calculated ES1. In the case of unsubstituted o-CB-Ant, there is no energy difference 

for ES1 values between HLCT and the LE states. On the other hand, HLCT state becomes 

significantly more stable upon substitution. This stabilization mainly originates from the 

fact that the energy difference between the minimum S0 geometry and the twisted-

conformation S0 geometry (DE0) becomes much smaller upon substitution. The 

stabilization of HLCT state when compared to the LE state is more pronounced with 

substitutions showing strong -M effect (0.70 eV for -CN), while -OH and -F substitutions 

show ~0.3 eV decreases for the ES1 of the twisted conformation compared to the LE 

conformations. We note that the CT state remains the global minimum with all 

substituents. For the unsubstituted system, the energy difference between CT and HLCT 

states is calculated to be 0.18 eV. With substitution, this energy difference becomes 

largest for the case of -CN (0.27 eV), while it decreases by 0.08 eV for -OH substitution.  

In addition to the geometric parameters of fully optimized excited-state geometries, 

we have also scanned the PESs of the S1 state with respect to j  for fixed C1-C2 bond 

lengths for each substituted-o-CB-Ant. The comparison of ES1’s is given in Figure 4.9a 

and 4.9b for fixed C1-C2 bond length of partially (C1-C2 = 2.32-2.13 Å) and fully-stretched 

(C1-C2 = 2.51-2.56 Å) conformations of each system, respectively. Figure 4.9c and 4.9d 

show the corresponding oscillator strengths for these S1 → S0 transitions. When the C1-

C2 bond lengths are partially stretched (those corresponding to the twisted conformations 

for each system), the calculated PESs (Figure 4.9a) with -Cl and -F substitutions show a 

similar trend to the unsubstituted case. With the -CN substitution, however, HLCT state 

(j = -87°) does not correspond to the minimum point for this PES anymore, as the CT 

state (j = 0°) is predicted to be 0.16 eV more stable compared to the HLCT state. This 

stabilization results from the strong -M effect and longer C1-C2 bond length induced by 

the -CN substituents, which strongly stabilizes the o-carborane-based orbital energy 

levels. In the case of -OH substitution, the HLCT state is predicted to be more stable, 

while the CT state is predicted to be strongly destabilized as shown in Figure 4.9a.  For 

fully stretched conformations (C1-C2 = 2.51-2.56 Å, Figure 4.9b), all substituents show a 

similar PES and oscillator strength trends compared to the unsubstituted o-CB-Ant. In all 

cases, CT state with j = 0° is predicted to be the minimum, while there is another local 
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minimum having HLCT character predicted for  j = ~90°. The energy difference between 

the CT and HLCT states on this PES is calculated to be the largest with -CN substitution 

(0.37 eV) and smallest with -OH substitution (0.28 eV). 

 

 

Figure 4. 9 Potential energy diagrams for the rotation at fixed C1-C2 bond lengths of a) 
HLCT state and b) CT state for the C-substituted derivatives of the o-CB-Ant dyad with 
their corresponding oscillator strengths (c-d) 

 

Similar to the carbon-substituted molecules, we investigate the PESs of S1 states for 

boron-substituted-o-CB-Ant with mono- and deca-substitution (Figure 4.10 and 4.11). As 

shown in Figure 4.10a and 4.10a, the effect of boron substitution on the calculated ES1 

values is significantly less pronounced compared to the case with carbon substitutions, as 

the effect of boron substitution on calculated DE0 is much smaller compared to the case 

with carbon substitutions. In general, both the PESs and the oscillator strengths show a 

similar trend for boron-substituted-o-CB-Ant compared to the unsubstituted system. We 

also note that the CT state (j = 0°) is slightly more stabilized compared to the HLCT state 

(j = -87°) with -F, -Cl, and -CN substitutions. As a result, the CT state becomes 

energetically more favorable even for the partially elongated C1-C2 bond lengths (Figure 

4.10a) with -Cl and -CN substitutions. In comparison, the energy of the CT state shows a 

slight increase with -OH substitution for both PESs. We also note that substituent effects, 

as expected, are significantly larger with deca-substitution as illustrated for the F-
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substituted system (Figure 4.10c, d and Figure 4.11c, d). Based on our results with carbon 

and boron substitutions, it is revealed that both CT and HLCT states become energetically 

more stable compared to LE state when the substituent shows “-M effect” (e.g., -CN), 

whereas substituents showing “+M effects” (e.g., -OH) can result in an energy increase 

for the CT state, especially for partially stretched C1-C2 bond lengths. 

 
Figure 4. 10 Potential energy surfaces with respect to j for partially stretched and fixed 
C1-C2 bond lengths for the B-substituted derivatives of the o-CB-Ant. For these 
surfaces, j = -90° corresponds to the HLCT state for each system. 
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Figure 4. 11 Potential energy surfaces with respect to j for fully stretched and fixed C1-
C2 bond lengths for the B-substituted derivatives of the o-CB-Ant. For these surfaces, j 
= 0° corresponds to the CT state for each system. 

 

4.3.3 Effect of the fluorophore 

To investigate how the energy levels of the conjugated π-system may affect the 

photoexcitation processes for o-CB-fluorophore systems, anthracene unit was replaced 

with a π-extended fused acene molecule, pentacene. Energies of the vertical S0 → S1 

transition, and possible S1 → S0 pathways for o-CB-Pentacene (o-CB-Pnt) molecule are 

summarized along with the excited-state characteristics in Figure 4.12. As expected, both 

the vertical S0 → S1 and S1 → S0 transitions in the LE state occur via π → π* transitions. 

In addition, the LE state exhibits a very similar geometry compared to the ground state 

conformation. To see the effect of partially elongated C1-C2 bond length and twisted 

geometry, we perform an excited-state geometry optimization with constrains (C1-C2 = 

2.25 Å and  j = -87°), which corresponds to the local minimum conformation for the 

HLCT state of o-CB-Ant. A moderate increase in the oscillator strength is observed for 

the S1 → S0 transition for this conformer, however, unlike the case in the o-CB-Ant 

system, adiabatic energy of the excited state (ES1) for this conformation shows an increase 

compared to the same energy for the LE state (1.88 eV → 2.08 eV) in the case of o-CB-

Pnt.  In this twisted conformation, the contribution of the o-carborane-based orbitals only 

slightly increases, in a similar extent for both HOMO and LUMO levels. As a result, the 
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S1 → S0 transition shows an LE dominant HLCT character for this conformation in 

contrast to the twisted conformer of o-CB-Ant. We should note that this HLCT state 

shown in Figure 4.12 does not correspond to the minimum point on the S1 PES for twisted 

conformations (j » -90°) as shown in PES in Figure 4.14 (vide infra). In fact, the C1-C2 

bond length was found to be 1.71 Å as a result of the full S1 optimization of the o-CB-Pnt 

with an initial twisted geometry, which also exhibits strong LE character with the similar 

orbital contributions compared to the conformer of the LE state shown in Figure 4.12. 

Here, it is clearly seen that the longer π-conjugation and, consequently, the lower LUMO 

energy of pentacene (Figure 4.13) does not allow an efficient mixing between o-CB and 

pentacene orbitals, resulting in an absence of emission from the HLCT state. Further 

elongation of C1-C2 bond length up to 2.50 Å, along with small j, results in a third local 

minimum point having a pure CT character with vanishing oscillator strength for o-CB-

Pnt as well. Similar to the case in o-CB-Ant, the CT state shows the minimum transition 

energy (0.88 eV) among the three excited-state conformers.  However, unlike the case in 

o-CB-Ant, this conformation has a significantly larger ES1 compared to the other two 

possible conformations, showing that the relative energy of CT, HLCT, and LE states 

depend strongly on the energy of the fluorophore LUMO level for such systems.  

 

 

Figure 4. 12 Illustration of the absorption and potential emission paths along with the 
corresponding geometries of the o-CB-Pnt system. The conformations for LE and CT 
states correspond to the minimum energy points on the S1 potential energy surface, while 
the HLCT state is obtained with excited-state geometry optimization with constrains (C1-
C2 = 2.25 Å and  j  = -87°). % contribution of pentacene and o-CB based orbitals to 
HOMO and LUMO for each transition are shown on the orbital pictures. 
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Figure 4. 13 Relative energies of the frontier levels for o-CB and Pent moieties with 
respect to C1-C2 distance on o-CB.  
 

Finally, Figure 4.14 shows the PESs for the S1 state of o-CB-Pnt with respect to 

changing j values (Figure 4.14a-c) and C1-C2 bond lengths (Figure 4.14g-l), along with 

the corresponding oscillator strengths for the S1 → S0 transitions (Figure 4.14d-f and 

Figure 4.14j-l respectively). For C1-C2=1.65 Å, it is seen that the calculated PES and 

excited-state character of S1 → S0 transitions with respect to changing j  values are quite 

similar to the case in o-CB-Ant. Similar to the o-CB-Ant system, S1 → S0 transitions 

mainly originate from the π-π* transition on the pentacene π-system for this PES; 

therefore, the excited state characters and the oscillator strengths do not exhibit a large 

change through the rotation at this bond length. Interestingly, S1 → S0 transitions mainly 

stay as a LE dominant HLCT transition when C1-C2 bond length is 2.25 Å, except for j 

= 0°. For j = 0°, the excited state character shows a sharp LE to CT transition, however, 

calculated ES1 do not show a local minimum around this j value. These differences 

between the calculated PESs of o-CB-Ant and o-CB-Pnt originate from the fact that the 

mixing of pentacene and o-carborane-based levels for the LUMO still remains 

energetically unfavorable for this C1-C2 bond length, unlike the case in o-CB-Ant. On the 

other hand, when C1-C2 is 2.50 Å, the pentacene and carborane-based levels show 

significant mixing for the LUMOs. For this bond length, the calculated PES and the 

oscillator strengths show a somewhat similar profile to the case in o-CB-Ant, except for 

the fact that even with the elongated C1-C2 bond, the CT state does not become the single 

energy-minimum point for this PES. 
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Similar to the change in j’s, the calculated PESs and the oscillator strengths in o-

CB-Pnt with respect to changing C1-C2 bond lengths also exhibit critical differences 

compared to the same case in o-CB-Ant (Figure 4.14g-l and Figure 4.14j-l). For j = 87°, 

S1 state shows an increasing HLCT character with increasing C1-C2 bond length as evident 

from the calculated oscillator strengths. However, the calculated ES1 exhibits a continuous 

increase with increasing C1-C2 bond length whereas the same PES remains rather flat for 

o-CB-Ant. As expected from the MO analysis (Figure 4.13), LE → CT transition occurs 

in longer bond lengths for o-CB-Pnt when j is closer to 0°. Interestingly, the energy of 

the S1 state decreases with C1-C2 bond elongation after the LE → CT transition is much 

less pronounced for o-CB-Pnt, as compared to the case in o-CB-Ant (Figure 4.7c). As a 

result, there is a ~0.4 eV difference between the minimum points of LE and CT states, 

where the LE state is energetically more favorable. Considering the aforementioned 

importance of CT conformation on emission quenching, it is likely that a larger quantum 

yield might be expected for the o-CB-Pnt system due to the energy penalty for the CT 

state formation in this system.   
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Figure 4. 14 Potential energy surfaces (PESs) for the adiabatic excited-state energies 
(ES1) with respect to j at fixed C1-C2 bond lengths, (a-c) and calculated oscillator 
strengths for the corresponding S1 → S0 (d-f). The same PESs (g-i) and oscillator 
strengths (j-l) are given with respect to C1-C2 bond lengths at fixed j as well.  

 

4.4 Conclusions 

In summary, we have studied the PES of the S1 state for o-carborane-anthracene (o-

CB-Ant) using TDDFT methods, with a focus on the nature and energetics of S1 → S0 

transitions with respect to C1-C2 bond length in o-CB and dihedral angle between o-CB 

and Ant moieties. Furthermore, we have evaluated the effect of different substituents (F, 
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Cl, CN, OH) attached to carbon or boron atoms in o-CB, along with a π-extended acene-

based fluorophore, pentacene, on the S1 PES and the resulting photophysical properties. 

In addition to the emissive LE and HLCT states which correspond to local minimum 

conformations on S1 PES, our results show the presence of a dark CT state for o-CB-Ant 

as a result of significant C1-C2 bond elongation (C1-C2 = 2.53 Å) in the o-CB moiety, 

which also corresponds to the lowest-energy excited state on the S1 PES in our 

investigation. Calculated energy barriers with respect to twist angle (j) or C1-C2 bond 

length are within 0.3-0.4 eV, and for the twisted conformations, C1-C2 bond elongation is 

shown to occur without an energy penalty indicating that this CT state is energetically 

accessible on the S1 surface. These results suggest that the CT state could be an important 

pathway on the fluorescence quenching mechanism of o-CB-Ant, and other o-CB-

fluorophore systems with similar structures.  

Upon carbon- or boron-substitution on o-CB with substituents showing strong -M 

effect such as -CN, both the CT and HLCT states become energetically even more 

favorable compared to the LE state; however, substituents showing “+M effects” (e.g., -

OH) can result in an energy increase for the CT state, especially for partially stretched 

C1-C2 bond lengths. This result mainly originates from tuning the LUMO energy level of 

o-CB, which affect the energetics of charge transfer between two moieties. Furthermore, 

it is shown that the LUMO energy of the fluorophore is also critical for the relative 

energies of CT, HLCT, and LE states and for the calculated energy barriers on the S1 PES. 

When anthracene is replaced with π-extended pentacene as the fluorophore (o-CB-Pnt), 

CT state is no longer predicted as the minimum-energy point on S1 PES as a result of the 

lower LUMO energy level of Pnt, and the calculated energy barriers for C1-C2 bond 

elongation shows a considerable increase (0.5-0.6 eV). Our results clearly emphasize that 

the energetics of emissive and non-emissive transitions along with the energy barriers on 

the S1 PES can be tuned with respect to substituents or fluorophore energy levels in o-

CB-fluorophore systems, which is expected to guide future experimental work in 

emissive o-CB-fluorophore systems and their sensing/optoelectronic applications. 
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Chapter 5 

Conclusions and Future Prospects  

 

5.1. Conclusions 

In this thesis, DFT calculations were carried out to investigate the stability of 

different size polyhedral borane dianions and the photophysical properties of carborane-

based luminescent systems. 

In Chapter 3, a theoretical evaluation of relative stabilities and electronic structure 

for [BnXn]2- clusters (n = 10, 12, 13, 14, 15, 16) were presented. Structural and electronic 

characteristics of [BnXn]2- clusters were examined by comparison with the [B12X12]2- 

counterparts with a focus on the substituent effects (X= H, F, Cl, Br, CN, BO, OH, NH2) 

on the electronic structure, electron detachment energies, formation enthalpies, and 

charge distributions. Our findings indicate that higher stabilization in terms of 

HOMO/LUMO and electron detachment energies can be provided by substitution with 

CN and BO substituents due to strong -M effects. In the case of formation enthalpies for 

larger boron clusters (n ³ 13), the icosahedral barrier was shown to increase with the 

halogen and CN substitution, whereas it is possible to reduce the icosahedral barrier for 

the cases of X=OH and NH2. Therefore, it is suggested that destabilizing the [B12X12]2- 

cluster with electronic (+M) and symmetry effects induced can be considered as an 

approach for the synthesis of larger borane clusters.     

In Chapter 4, we presented our results from a detailed investigation of the S1 

potential energy surface (PES) of o-carborane-anthracene (o-CB-Ant) with respect to C-

C bond length on o-CB, and the dihedral angle between o-CB and Ant moieties. The 

effects of different substituents (F, Cl, CN, OH) on carbon or boron-substituted o-CB, 

along with a π-extended acene-based fluorophore, pentacene, on the nature and energetics 

of S1 → S0 transitions were evaluated. Our results revealed the presence of a non-emissive 

S1 state with a pure charge transfer (CT) character for all systems as a result of significant 
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C-C bond elongation on o-CB. It was shown that the dark CT state becomes even more 

energetically favorable when the substituent shows -M effect (e.g., -CN), whereas 

substituents showing +M effects (e.g., -OH) can result in an energy increase for the CT 

state, especially for partially stretched C-C bond lengths. Our findings also demonstrate 

the dependence of relative energy of the CT state on the LUMO level of the fluorophore, 

as this state is found to be energetically less favorable compared to other conformations 

when anthracene is replaced with π-extended pentacene. 

5.2 Societal Impact and Contribution to Global 

Sustainability 

Materials science is an interdisciplinary field of understanding the structure and 

material properties as well as the discovery of novel materials. Experimental efforts 

constitute the center of the investigations since it is the only way to obtain tangible results. 

However, computational research is also of great importance to understand complex 

structures and mechanisms, to clarify the electronic features, and to obtain many related 

material properties as well as to better understand the dynamic response behaviors of the 

materials. In addition, it is possible to make reliable predictions and verifications of the 

experimental design beforehand by using computational investigation. 

This thesis includes the computational studies of boron-based polyhedral clusters. 

In order to test, to understand, and to challenge the limits of boron chemistry, it is of great 

importance to search, and synthesize new stable structures. Previous theoretical studies 

indicate that there may be stable fullerene-like boron clusters of different sizes. 

Furthermore, it is also revealed that obtaining highly stable boron hydride dianions 

beyond the icosahedral borane is also possible. However, these structures have not been 

isolated yet. Understanding the origins behind this failure is important in terms of guiding 

new experimental processes. The study given in Chapter 3 is important in this sense.  

A good understanding of the photophysical mechanisms is important for the 

development of new luminescent materials with desired properties. Carborane-

fluorophore systems are interesting luminescent systems for many technological 

applications such as LEDs, lasers, probes, sensors, etc. due to their attractive emission 

properties; e.g., AIE, multiple emission, and TICT. The results of the study given in 

Chapter 4 provide an insight in the reasons of low emission efficiency of these systems 
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in solution state and the effects of some molecular modifications on their photophysical 

features are demonstrated and reported in an SCI-index journal. 

The articles that emerged from the studies presented here are given in the 

“Curriculum Vitae” section at the end of the thesis. 

5.3 Future Prospects 

Polyhedral boron-based molecules have a quite broad field of research due to their 

rich chemistry and relatively recently discovered properties compared to carbon-based 

systems. They are intensively under investigation for a wide range of applications from 

medicine, catalysis and nonlinear optics to coordination polymers and luminescent 

materials. However, these studies are still in the expletory stage and there is still a lot to 

uncover in boron chemistry until their commercialization. For the development of boron 

chemistry and potential applications of polyhedral (car)boranes, the properties of these 

clusters need to be well understood. Within the focus of this thesis, the research topics 

can be extended in the following directions: 

• The gas-phase stabilities of dianionic polyhedral boron hydrides were investigated 

and the possibilities were discussed to obtain larger clusters beyond the 

icosahedron. Solution state mechanisms can be investigated for the isolation of 

these larger boranes.  

• Our study on the investigation of the photophysical characteristics of carborane-

fluorophore systems was limited only to the anthracyl and pentacyl π-conjugated 

units. The excited state characteristics of other systems exhibiting a low quantum 

yield in the solutions can be investigated; the similarities and differences between 

various systems can be revealed. 

• Although there are many experimental studies on carborane-based luminescent 

systems, the number of theoretical studies on the effects of structural 

modifications on photophysical properties is comparatively limited. Investigating 

and reporting the influences of different architectural variations on the emission 

characteristics of these systems will contribute to the formation of a guiding 

source for the experimental studies.   

• Discussions on the carborane-based light-emitting systems are limited to the 

ortho-carborane in our study. Theoretical simulations can be extended to the 

fluorophore systems incorporating the meta and para isomers. 
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Additionally, experimental and computational studies feed off and guide each other. 

We expect that future experimental discoveries will lead to the expansion of 

theoretical studies in more diverse directions. 
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APPENDIX 
 
Appendix A. Optimized geometries of [BnHn]2- clusters 
(PBE0/6-311++G**) 
 
[B10H10]2- 
 

 B   0.0000000 1.2968840 0.7596370  
 B   0.9170350 0.9170350 -0.7596370  
 B   -0.9170350 -0.9170350 -0.7596370  
 B   0.9170350 -0.9170350 -0.7596370  
 B   1.2968840 0.0000000 0.7596370  
 B   0.0000000 -1.2968840 0.7596370  
 B   -0.9170350 0.9170350 -0.7596370  
 B   0.0000000 0.0000000 -1.8631770  
 B   0.0000000 0.0000000 1.8631770  
 B   -1.2968840 0.0000000 0.7596370  
 H   2.4370520 0.0000000 1.1622720  
 H   0.0000000 0.0000000 3.0675480  
 H   0.0000000 2.4370520 1.1622720  
 H   1.7232560 1.7232560 -1.1622720  
 H   -1.7232560 1.7232560 -1.1622720  
 H   -2.4370520 0.0000000 1.1622720  
 H   0.0000000 0.0000000 -3.0675480  
 H   1.7232560 -1.7232560 -1.1622720  
 H   0.0000000 -2.4370520 1.1622720  
 H   -1.7232560 -1.7232560 -1.1622720  

 
 
[B12H12]2- 
 

 B   0.00065300 0.00274100 -1.69510100 
 B   -0.00065300 -0.00274000 1.69510400 
 B   0.23769000 1.49867000 -0.75556000 
 B   -1.35050500 0.68974000 -0.75747900 
 B   -1.07194300 -1.07069300 -0.76021800 
 B   0.68841100 -1.34977100 -0.75999200 
 B   1.49780800 0.23818200 -0.75711300 
 B   1.07194500 1.07069400 0.76021800 
 B   1.35050600 -0.68974000 0.75747900 
 B   -0.23768900 -1.49867100 0.75556000 
 B   -1.49780900 -0.23818300 0.75711200 
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 B   -0.68841200 1.34977200 0.75999200 
 H   0.00111700 0.00469100 -2.90092700 
 H   -0.00111700 -0.00469000 2.90092900 
 H   0.40677200 2.56476100 -1.29303400 
 H   -2.31119700 1.18039200 -1.29631900 
 H   -1.83447900 -1.83234000 -1.30100700 
 H   1.17811700 -2.30994100 -1.30061900 
 H   2.56328600 0.40761500 -1.29569200 
 H   1.83448100 1.83234000 1.30100500 
 H   2.31119900 -1.18039200 1.29631800 
 H   -0.40677000 -2.56476300 1.29303300 
 H   -2.56328800 -0.40761700 1.29569000 
 H   -1.17811900 2.30994300 1.30061700 

 
 
[B13H13]2- 
 

 B   0.00000000 0.00000000 2.11419400 
 B   0.00000000 1.38726000 1.27684500 
 B   0.00000000 -1.38726000 1.27684500 
 B   1.34195300 0.00000000 0.84082000 
 B   -1.34195300 0.00000000 0.84082000 
 B   0.87723000 1.49846400 -0.26734700 
 B   0.87723000 -1.49846400 -0.26734700 
 B   -0.87723000 -1.49846400 -0.26734700 
 B   -0.87723000 1.49846400 -0.26734700 
 B   1.42081700 0.00000000 -0.98827800 
 B   -1.42081700 0.00000000 -0.98827800 
 B   0.00000000 0.88720300 -1.64801600 
 B   0.00000000 -0.88720300 -1.64801600 
 H   0.00000000 2.42066600 1.90800600 
 H   0.00000000 -2.42066600 1.90800600 
 H   2.43704800 0.00000000 1.34730700 
 H   -2.43704800 0.00000000 1.34730700 
 H   0.00000000 1.47027100 -2.70127600 
 H   0.00000000 -1.47027100 -2.70127600 
 H   1.55220400 -2.49272100 -0.34696000 
 H   1.55220400 2.49272100 -0.34696000 
 H   -1.55220400 2.49272100 -0.34696000 
 H   -1.55220400 -2.49272100 -0.34696000 
 H   -2.49210000 0.00000000 -1.53822400 
 H   2.49210000 0.00000000 -1.53822400 
 H   0.00000000 0.00000000 3.31846600 
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[B14H14]2- 
 

 B   0.00000000 1.74109500 0.75647100 
 B   -1.74109500 0.00000000 -0.75647100 
 B   -1.50752100 0.87073600 0.75761300 
 B   0.00000000 -1.74109500 0.75647100 
 B   1.50752100 -0.87073600 0.75761300 
 B   1.50752100 0.87073600 0.75761300 
 B   -0.87073600 1.50752100 -0.75761300 
 B   1.74109500 0.00000000 -0.75647100 
 B   -1.50752100 -0.87073600 0.75761300 
 B   -0.87073600 -1.50752100 -0.75761300 
 B   0.87073600 1.50752100 -0.75761300 
 B   0.00000000 0.00000000 1.56258600 
 B   0.00000000 0.00000000 -1.56258600 
 B   0.87073600 -1.50752100 -0.75761300 
 H   1.39304500 2.41234900 -1.35592600 
 H   -1.39304500 2.41234900 -1.35592600 
 H   0.00000000 0.00000000 -2.76600200 
 H   -2.78623400 0.00000000 -1.35425700 
 H   -2.41234900 1.39304500 1.35592600 
 H   -2.41234900 -1.39304500 1.35592600 
 H   -1.39304500 -2.41234900 -1.35592600 
 H   1.39304500 -2.41234900 -1.35592600 
 H   0.00000000 -2.78623400 1.35425700 
 H   0.00000000 0.00000000 2.76600200 
 H   0.00000000 2.78623400 1.35425700 
 H   2.41234900 1.39304500 1.35592600 
 H   2.78623400 0.00000000 -1.35425700 
 H   2.41234900 -1.39304500 1.35592600 

 
 
[B15H15]2- 
 

 B  -0.85852200 -0.49566800 1.82187100 
 B  0.00000000 0.99133500 1.82187100 
 H  0.00000000 1.76333900 2.74210400 
 B  0.85852200 -0.49566800 1.82187100 
 H  1.52709700 -0.88167000 2.74210400 
 B  -1.45742400 0.84144400 0.84309900 
 B  1.45742400 0.84144400 0.84309900 
 H  2.43251400 1.40441200 1.26598000 
 B  0.00000000 -1.68288900 0.84309900 
 H  0.00000000 -2.80882500 1.26598000 
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 B  0.00000000 1.68659700 0.00000000 
 B  1.46063600 -0.84329900 0.00000000 
 H  2.50196600 -1.44451100 0.00000000 
 B  -1.46063600 -0.84329900 0.00000000 
 H  -2.50196600 -1.44451100 0.00000000 
 B  1.45742400 0.84144400 -0.84309900 
 H  2.43251400 1.40441200 -1.26598000 
 B  0.00000000 -1.68288900 -0.84309900 
 H  0.00000000 -2.80882500 -1.26598000 
 B  -1.45742400 0.84144400 -0.84309900 
 H  -2.43251400 1.40441200 -1.26598000 
 B  0.85852200 -0.49566800 -1.82187100 
 H  1.52709700 -0.88167000 -2.74210400 
 B  -0.85852200 -0.49566800 -1.82187100 
 H  -1.52709700 -0.88167000 -2.74210400 
 B  0.00000000 0.99133500 -1.82187100 
 H  -1.52709700 -0.88167000 2.74210400 
 H  -2.43251400 1.40441200 1.26598000 
 H  0.00000000 2.88902200 0.00000000 
 H  0.00000000 1.76333900 -2.74210400 

 
[B16H16]2- 
 

 B    0.94546300 -0.94546300 1.32665500 
 B    -1.46175900 1.46175900 -0.35659100 
 B    0.00000000 -1.33708700 -1.32665500 
 B    1.33708700 0.00000000 -1.32665500 
 B    -1.33708700 0.00000000 -1.32665500 
 B    -0.94546300 -0.94546300 1.32665500 
 B    0.00000000 2.06723900 0.35659100 
 B    -2.06723900 0.00000000 0.35659100 
 B    0.94546300 0.94546300 1.32665500 
 B    -0.94546300 0.94546300 1.32665500 
 B    1.46175900 1.46175900 -0.35659100 
 B    2.06723900 0.00000000 0.35659100 
 B    1.46175900 -1.46175900 -0.35659100 
 B    0.00000000 -2.06723900 0.35659100 
 B    -1.46175900 -1.46175900 -0.35659100 
 B    0.00000000 1.33708700 -1.32665500 
 H    -1.41338200 1.41338200 2.33032000 
 H    0.00000000 3.22793600 0.66707200 
 H    1.41338200 1.41338200 2.33032000 
 H    3.22793600 0.00000000 0.66707200 
 H    2.28249500 -2.28249500 -0.66707200 
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 H    0.00000000 -3.22793600 0.66707200 
 H    1.41338200 -1.41338200 2.33032000 
 H    -1.41338200 -1.41338200 2.33032000 
 H    -2.28249500 -2.28249500 -0.66707200 
 H    -3.22793600 0.00000000 0.66707200 
 H    -2.28249500 2.28249500 -0.66707200 
 H    0.00000000 1.99882400 -2.33032000 
 H    1.99882400 0.00000000 -2.33032000 
 H    2.28249500 2.28249500 -0.66707200 
 H    -1.99882400 0.00000000 -2.33032000 
 H    0.00000000 -1.99882400 -2.33032000 

 
Appendix B. Optimized geometries of o-CB-Ant and o-
CB-Pent S1 state conformers  
 
o-CB-Ant _ LE conformer 

 C  -1.798418 1.222064 0.347902 
 C  -0.991210 -0.110567 -0.197375 
 B  -3.399350 -1.513682 -0.059919 
 B  -1.509097 -0.012601 1.472397 
 B  -3.036144 0.882867 1.451922 
 B  -3.380128 1.340845 -0.222957 
 B  -2.090886 0.719388 -1.258840 
 B  -2.091876 -1.034783 -1.150139 
 B  -3.621421 -0.139868 -1.160210 
 B  -4.211606 -0.042654 0.510296 
 B  -3.042148 -0.876321 1.558630 
 B  -1.737526 -1.488216 0.531762 
 H  -1.067684 -2.423009 0.795154 
 H  -1.664395 -1.634897 -2.074744 
 H  -1.636274 1.316026 -2.168213 
 H  -4.330431 -0.167717 -2.110996 
 H  -3.800038 2.419857 -0.469543 
 H  -5.369592 0.003352 0.766706 
 H  -3.219986 1.662746 2.323412 
 H  -3.337668 -1.442746 2.558686 
 H  -0.653596 0.146865 2.271751 
 H  -3.963574 -2.546110 -0.219310 
 H  -1.195131 2.110674 0.478105 
 C  0.497254 -0.018202 -0.361199 
 C  1.294297 -1.229028 -0.314479 
 C  1.184227 1.261288 -0.324937 
 C  0.894560 -2.475478 -0.809995 
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 C  2.598147 -1.153804 0.294820 
 C  2.483217 1.302328 0.304079 
 C  0.699772 2.468245 -0.848034 
 C  1.676772 -3.632528 -0.645200 
 H  -0.037902 -2.566617 -1.349007 
 C  3.347128 -2.328261 0.482476 
 C  3.116786 0.099528 0.670586 
 C  3.122727 2.538497 0.503084 
 H  -0.206813 2.478824 -1.438289 
 C  1.374980 3.690098 -0.669934 
 C  2.891918 -3.565960 0.017702 
 H  1.310720 -4.576431 -1.034604 
 H  4.297644 -2.257371 1.004257 
 H  4.102221 0.145602 1.128398 
 C  2.572181 3.731089 0.026164 
 H  4.067703 2.549760 1.038954 
 H  0.942551 4.596262 -1.080462 
 H  3.490258 -4.457743 0.171562 
 H  3.086866 4.671948 0.189511 

 
 
o-CB-Ant _ HLCT conformer 
 

C -1.989700 0.000021 1.618459 
C -0.916923 -0.000022 -0.357448 
B -3.528278 -0.000019 -1.311072 
B -1.783544 -1.279159 0.553564 
B -3.332370 -0.889668 1.421169 
B -3.332402 0.889645 1.421151 
B -1.783598 1.279175 0.553583 
B -1.995261 0.894603 -1.210206 
B -3.386617 1.425494 -0.262642 
B -4.329311 -0.000025 0.245316 
B -3.386589 -1.425522 -0.262641 
B -1.995285 -0.894599 -1.210231 
H -1.573805 -1.557270 -2.097894 
H -1.573769 1.557312 -2.097831 
H -1.156691 2.215133 0.915493 
H -3.884583 2.468916 -0.538490 
H -3.691179 1.583219 2.315549 
H -5.515071 -0.000024 0.331291 
H -3.691097 -1.583244 2.315583 
H -3.884510 -2.468977 -0.538446 
H -1.156556 -2.215070 0.915451 
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H -4.131338 0.000032 -2.336147 
H -1.387081 0.000003 2.518905 
C 0.536722 -0.000004 -0.349539 
C 1.295631 -1.243382 -0.270111 
C 1.295623 1.243387 -0.270124 
C 0.806293 -2.489374 -0.697826 
C 2.625911 -1.219909 0.269662 
C 2.625896 1.219918 0.269677 
C 0.806294 2.489371 -0.697866 
C 1.547940 -3.663734 -0.558518 
H -0.163604 -2.557273 -1.166807 
C 3.340740 -2.426837 0.442188 
C 3.238741 0.000010 0.589690 
C 3.340709 2.426859 0.442221 
H -0.163587 2.557250 -1.166883 
C 1.547930 3.663735 -0.558547 
C 2.810288 -3.640479 0.034379 
H 1.126629 -4.598944 -0.911295 
H 4.328752 -2.381411 0.891859 
H 4.242206 0.000012 1.007637 
C 2.810258 3.640492 0.034396 
H 4.328717 2.381439 0.891904 
H 1.126633 4.598943 -0.911347 
H 3.376065 -4.556868 0.163656 
H 3.376014 4.556890 0.163705 

 
o-CB-Ant _ CT conformer 
 

C 2.720247 1.511976 -0.000042 
C 0.852266 -0.198431 0.000253 
B 3.069743 -1.862159 0.000196 
B 1.992114 0.549913 -1.149807 
B 3.852400 0.789625 -0.889717 
B 3.852538 0.789765 0.889574 
B 1.992312 0.550084 1.150006 
B 1.656325 -1.282987 0.906009 
B 3.255690 -0.786897 1.409347 
B 4.345242 -0.658470 -0.000004 
B 3.255460 -0.787120 -1.409155 
B 1.656179 -1.283120 -0.905463 
H 1.008024 -1.920457 -1.669552 
H 1.008299 -1.920233 1.670281 
H 1.451725 1.085847 2.064661 
H 3.597413 -1.187461 2.476571 



112 
 

H 4.532129 1.453458 1.602904 
H 5.481802 -1.012073 -0.000073 
H 4.531883 1.453210 -1.603251 
H 3.597007 -1.187841 -2.476374 
H 1.451340 1.085522 -2.064442 
H 3.333970 -3.023554 0.000262 
C -0.595239 -0.033319 0.000233 
C -1.490743 -1.178227 0.000204 
C -1.188216 1.286884 -0.000011 
C -1.060042 -2.525551 0.000402 
C -2.912322 -0.972369 -0.000089 
C -2.611381 1.449831 -0.000289 
C -0.421534 2.469918 -0.000041 
C -1.961963 -3.577488 0.000364 
H -0.012632 -2.773456 0.000613 
C -3.813640 -2.066127 -0.000138 
C -3.436880 0.323731 -0.000325 
C -3.198225 2.740244 -0.000542 
H 0.651211 2.412248 0.000165 
C -1.014644 3.721398 -0.000287 
C -3.348486 -3.359618 0.000096 
H -1.578162 -4.592204 0.000553 
H -4.879122 -1.856618 -0.000361 
H -4.516169 0.457389 -0.000567 
C -2.411649 3.868237 -0.000535 
H -4.281433 2.816055 -0.000746 
H -0.381853 4.602618 -0.000287 
H -4.036629 -4.197274 0.000053 
H -2.859156 4.855730 -0.000727 
H 2.615044 2.589392 -0.000132 

 
 
o-CB-Pent _ LE conformer 
 

 C 1.320278 2.311972 0.472970 
 C -0.042454 1.556869 -0.069075 
 B -1.313391 4.042973 -0.046027 
 B 0.054786 2.133883 1.582310 
 B 1.034790 3.608454 1.519351 
 B 1.536149 3.860821 -0.158704 
 B 0.859167 2.564502 -1.152792 
 B -0.892541 2.666387 -1.074900 
 B 0.085126 4.143075 -1.130564 
 B 0.190969 4.794586 0.516530 
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 B -0.721737 3.715516 1.595132 
 B -1.388590 2.407671 0.611664 
 H -2.364547 1.810707 0.898370 
 H -1.501018 2.234352 -1.992155 
 H 1.442844 2.045791 -2.035563 
 H 0.113327 4.814607 -2.108011 
 H 2.640136 4.210470 -0.404012 
 H 0.297315 5.957845 0.727696 
 H 1.809445 3.781767 2.397497 
 H -1.286968 4.079558 2.572999 
 H 0.154096 1.305436 2.418626 
 H -2.310390 4.656255 -0.245162 
 H 2.170535 1.667853 0.650074 
 C -0.025752 0.047366 -0.177862 
 C -1.272679 -0.674120 -0.135784 
 C 1.209857 -0.698262 -0.136386 
 C -2.496141 -0.190895 -0.591702 
 C -1.271757 -2.026227 0.410154 
 C 1.177220 -2.048019 0.423179 
 C 2.448614 -0.258504 -0.601204 
 C -3.716002 -0.904486 -0.455418 
 H -2.552009 0.763153 -1.096549 
 C -2.472253 -2.715953 0.582293 
 C -0.054832 -2.634789 0.743745 
 C 2.360254 -2.764149 0.605641 
 H 2.533629 0.671141 -1.148021 
 C 3.650523 -1.003306 -0.458877 
 C -3.712415 -2.187806 0.169900 
 H -2.443643 -3.702366 1.040253 
 H -0.065580 -3.637594 1.164095 
 C 3.614490 -2.275592 0.186312 
 H 2.304472 -3.746478 1.069805 
 C -4.932154 -2.884037 0.329682 
 C -6.115601 -2.334445 -0.121307 
 C 4.814913 -3.004874 0.347828 
 C 6.009992 -2.499480 -0.122843 
 C 6.045028 -1.249059 -0.771938 
 C 4.886103 -0.514600 -0.936151 
 C -4.940181 -0.370351 -0.912340 
 C -6.119400 -1.072657 -0.748406 
 H -7.054258 -0.651155 -1.103380 
 H 4.779278 -3.971805 0.842499 
 H 6.926667 -3.066926 0.001685 
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 H 6.987971 -0.862095 -1.144457 
 H 4.914260 0.451466 -1.433473 
 H -4.942708 0.605573 -1.390571 
 H -7.047991 -2.875478 0.003673 
 H -4.922416 -3.858979 0.809614 

 
 
o-CB-Pent _ HLCT conformer (full optimization) 
 

C 0.000209 2.280309 1.460970 
C 0.000091 1.562213 -0.093987 
B 0.000133 4.154029 -1.143945 
B -1.416441 2.348340 0.556370 
B -0.879535 3.715559 1.540174 
B 0.880083 3.715517 1.540178 
B 1.416679 2.348097 0.556376 
B 0.881067 2.619616 -1.115049 
B 1.436863 3.974316 -0.119832 
B 0.000289 4.831526 0.487383 
B -1.436500 3.974521 -0.119756 
B -0.880986 2.619696 -1.115036 
H -1.463962 2.147222 -2.028677 
H 1.464376 2.147246 -2.028545 
H 2.329933 1.696299 0.909652 
H 2.473263 4.506376 -0.345896 
H 1.495333 3.935449 2.527392 
H 0.000396 5.998939 0.702670 
H -1.494627 3.935561 2.527474 
H -2.472863 4.506732 -0.345629 
H -2.329297 1.696304 0.910280 
H 0.000390 4.819408 -2.127160 
H -0.000027 1.560305 2.271404 
C -0.000048 0.054869 -0.148142 
C -1.239695 -0.689102 -0.113863 
C 1.239566 -0.689206 -0.113957 
C -2.463725 -0.242589 -0.602437 
C -1.223960 -2.032311 0.455719 
C 1.223757 -2.032377 0.455692 
C 2.463613 -0.242748 -0.602498 
C -3.672940 -0.976005 -0.471774 
H -2.529787 0.699773 -1.128030 
C -2.414574 -2.738721 0.628129 
C -0.000115 -2.623981 0.799060 
C 2.414324 -2.738872 0.628094 
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H 2.529776 0.699677 -1.127981 
C 3.672798 -0.976231 -0.471798 
C -3.657693 -2.243073 0.184925 
H -2.374527 -3.715823 1.104927 
H -0.000127 -3.620812 1.233606 
C 3.657471 -2.243302 0.184880 
H 2.374220 -3.715964 1.104907 
C -4.867217 -2.958221 0.340260 
C -6.051821 -2.442902 -0.146276 
C 4.866956 -2.958527 0.340215 
C 6.051589 -2.443265 -0.146290 
C 6.066784 -1.197338 -0.804669 
C 4.898179 -0.476891 -0.963996 
C -4.898279 -0.476628 -0.964033 
C -6.066934 -1.197000 -0.804691 
H -7.002540 -0.802271 -1.187386 
H 4.847677 -3.921004 0.844406 
H 6.975921 -2.998999 -0.025752 
H 7.002422 -0.802655 -1.187331 
H 4.909952 0.486293 -1.467233 
H -4.909995 0.486539 -1.467304 
H -6.976179 -2.998595 -0.025748 
H -4.848004 -3.920699 0.844453 

 
o-CB-Pent _ CT conformer (full optimization) 
 

C 2.095076 2.876018 0.000995 
C 0.058017 1.422257 -0.000391 
B -1.121889 3.926970 -0.000263 
B 1.004887 2.377463 1.164849 
B 1.628995 4.138077 0.889956 
B 1.629863 4.138618 -0.887668 
B 1.006004 2.378199 -1.164218 
B -0.839868 2.424558 -0.906623 
B -0.033857 3.892084 -1.412655 
B 0.317463 4.925355 0.000741 
B -0.035242 3.891273 1.413183 
B -0.840757 2.424072 0.905517 
H -1.604900 1.920394 1.663025 
H -1.603278 1.921332 -1.665174 
H 1.414980 1.755734 -2.093343 
H -0.360355 4.324668 -2.472703 
H 2.427866 4.664347 -1.594945 
H 0.210628 6.111581 0.001037 
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H 2.426314 4.663377 1.598321 
H -0.362741 4.323272 2.473158 
H 1.413015 1.754436 2.093965 
H -2.205684 4.423471 -0.000650 
C -0.081985 -0.041284 -0.000519 
C -1.381044 -0.681231 -0.000465 
C 1.081890 -0.890017 -0.000186 
C -2.596842 0.011167 -0.001341 
C -1.475858 -2.131933 0.000684 
C 0.949832 -2.333716 0.000973 
C 2.382665 -0.384999 -0.000985 
C -3.844032 -0.638560 -0.001073 
H -2.624147 1.087938 -0.002354 
C -2.719677 -2.781088 0.001026 
C -0.318425 -2.914845 0.001485 
C 2.081888 -3.163458 0.001523 
H 2.544735 0.678004 -0.002139 
C 3.519804 -1.211916 -0.000604 
C -3.917341 -2.068009 0.000193 
H -2.740734 -3.868078 0.001953 
H -0.409606 -3.998561 0.002440 
C 3.372946 -2.636919 0.000783 
H 1.940408 -4.241489 0.002477 
H 3.128725 2.555051 0.001490 
C -5.191427 -2.707020 0.000520 
C -5.054632 0.108681 -0.002018 
C -6.264200 -0.534741 -0.001648 
H -7.183460 0.041611 -0.002333 
C -6.334725 -1.956217 -0.000430 
H -7.305699 -2.440195 -0.000025 
C 4.534652 -3.463439 0.001245 
C 4.830685 -0.660152 -0.001594 
C 5.927195 -1.481774 -0.001124 
H 6.924201 -1.053473 -0.001931 
C 5.779642 -2.897052 0.000376 
H 6.664978 -3.523738 0.000793 
H -5.233535 -3.792054 0.001637 
H -5.000626 1.193183 -0.002958 
H 4.409223 -4.542050 0.002402 
H 4.947081 0.419381 -0.002762 
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Appendix C. Rights and Permissions 
 
 

• Figure 1.2: “Reprinted with permission from [INTERNATIONAL REVIEWS IN 

PHYSICAL CHEMISTRY 2016, 35, 69-142]. Copyright 2016 Taylor & Francis 

Online” 

 

• Figure 1.6: “Reprinted with permission from [ANGEWANDTE CHEMIE 

INTERNATIONAL EDITION 2013, 52, 11, 3222-3226]. Copyright 2013 Wiley-

CVH Verlag GmbH & Co. KGaA, Weinheim.” 

 

• Chapter 3: “Reprinted by permission from Springer Nature: Springer J. MOL. 

MODEL., Tahaoğlu, D., Alkan, F. & Durandurdu, M. Theoretical investigation 

of substituent effects on the relative stabilities and electronic structure of 

[BnXn]2− clusters. (2021). Copyright 2021 Springer Nature.”  

https://doi.org/10.1007/s00894-021-04980-1  
 

• Chapter 4: “Reprinted with permission from [J. PHYS. CHEM. A 2022, XXXX, 

XXX, XXX-XXX]. Copyright 2022 American Chemical Society.” 

https://pubs.acs.org/doi/10.1021/acs.jpca.2c02435  
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