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ABSTRACT 

MAGE PROCESSING BASED ANALYSIS AND 

QUANTIFICATION OF MICRO BIOMATERIALS AND CELLS 

FOR BIOCHIP 
Fatma ÇELEBİ 

Ph.D. in Electrical and Computer Engineering 

Advisor: Assoc. Prof Kutay İÇÖZ 

May 2023 

 
Quantification of tumor cells is essential for early cancer detection and progression tracking. 

Multiple techniques have been devised to detect tumor cells. In addition to conventional 

laboratory instruments, several biochip-based techniques have been devised for this purpose. Our 

biochip design incorporates micron-sized immunomagnetic beads and micropad arrays, 

necessitating automated detection and quantification not only of cells but also of the micropads 

and immunomagnetic beads. The primary function of the biochip is to simultaneously acquire 

target cells with distinct antigens. As a readout technique for the biochip, this study devised a 

digital image processing-based method for quantifying leukemia cells, immunomagnetic beads, 

and micropads. Images were acquired on the chip using bright-field microscopy with image 

objectives of 20X and 40X. Conventional image processing methods, machine learning methods, 

and deep learning methods were used to analyze the images. To quantify targets in the images 

captured by a bright-field microscope, color- and size-based object recognition and machine 

learning-based methods were first implemented. Secondly, color- and size-based object detection 

and object segmentation methods were implemented to detect structures in bright-field optical 

microscope images acquired from the biochip. Third, segmentation of the minimal residual 

disease (MRD) was achieved by using deep learning. Implemented biochip images comprised of 

leukemic cells, immunomagnetic beads, and micropads. Moreover, mesenchymal stem cells 

(MSCs) are stem cells with the capacity for multilineage differentiation and self-renewal. 

Estimating the proportion of senescent cells is therefore essential for clinical applications of 

MSCs. In this study, a self-supervised learning (SSL)-based method for segmenting and 

quantifying the density of cellular senescence was implemented, which can perform well despite 

the small size of the labeled dataset. 

 

Keywords: Leukemia Cells; Image-Processing; Machine Learning; Deep Learning; 

Immunomagnetic Beads; Support Vector Machine; MRD Biochip; Bright-Field Microscope; 

Semantic Segmentation; Transfer Learning; Self-Supervised Learning; Instance 

Segmentation; Cellular Senescence
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ÖZET 

BİYOÇİPLER İÇİN MİKRO BİYOMALZEMELERİN VE 

HÜCRELERİN GÖRÜNTÜ İŞLEME YÖNTEMLERİ İLE 

OTOMATİK OLARAK SAYILMASI VE ANALİZİ 

Fatma ÇELEBİ 

Elektrik ve Bilgisayar Mühendisliği Anabilim Dalı Doktora 

Tez Yöneticisi: Doç.Dr. Kutay İÇÖZ 

Mayıs-2023 

 
Tümör hücrelerinin miktarının belirlenmesi, kanserin erken tespiti ve ilerlemesinin izlenmesi için 

çok önemlidir. Tümör hücrelerini saptamak için çeşitli yöntemler geliştirilmiştir. Standart tezgah 

üstü cihazların yanı sıra, bu amaç için çeşitli biyoçip tabanlı yöntemler geliştirilmiştir. Biyoçip 

tasarımımız, mikro ped dizileri ile birlikte mikron boyutunda immünomanyetik boncuklar içerir, 

bu nedenle yalnızca hücrelerin değil aynı zamanda mikro pedlerin ve immünomanyetik 

boncukların otomatik olarak algılanmasını ve ölçülmesini gerektirir. Biyoçipin temel amacı, 

farklı antijenlere sahip hedef hücreleri aynı anda yakalamaktır. Bu çalışmada, biyoçip için bir 

okuma yöntemi olarak lösemi hücrelerini, immünomanyetik boncukları ve mikro pedleri ölçmek 

için dijital görüntü işleme tabanlı bir yöntem geliştirilmiştir. Çipte, parlak alan mikroskopi ile 

20X ve 40X görüntüler elde edildi. Görüntüler, geleneksel görüntü işleme yöntemleri, makine 

öğrenmesi yöntemleri ve derin öğrenme yöntemleri ile analiz edilmiştir. Parlak alan mikroskobu 

ile kaydedilen görüntülerdeki hedefleri ölçmek için renk ve boyut tabanlı nesne tanımlama ve 

makine öğrenme tabanlı yöntemler uygulandı. Parlak alan optik mikroskobu ile biyoçipten elde 

edilen görüntülerdeki yapıları tespit etmek için renk ve boyut tabanlı nesne algılama ve nesne 

bölütleme yöntemleri uygulandı. Lösemik hücreler, immünomanyetik boncuklar ve mikro 

pedlerden oluşan MRD Biochip görüntülerine derin öğrenme tabanlı segmentasyon uygulandı. 

Ayrıca, çok soylu farklılaşma ve kendini yenileme potansiyeline sahip mezenkimal kök 

hücrelerde, yaşlanan hücrelerin yüzdesinin tahmin edilmesi, klinik uygulamalar için kritik öneme 

sahiptir. Bu çalışmada, sınırlı boyutta etiketlenmiş veri kümesiyle bile verimli bir şekilde 

performans gösterebilen hücresel yaşlanma yoğunluğunu bölümlemek ve ölçmek için kendinden 

denetimli öğrenme tabanlı yöntem uygulandı. 

 
Anahtar kelimeler: Lösemi Hücreleri; Görüntü İşleme; Makine Öğrenmesi; Derin Öğrenme; 

MRD Biyoçip; Semantik Segmentasyon; Transfer Öğrenimi; Kendinden Denetimli Öğrenme; 

Parlak Alan Mikroskopu; Örnek Segmentasyonu; Hücresel Yaşlanma; Magnetik Boncuk 
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Chapter 1 

Introduction 

1.1 Motivation of the Study 

The cancer process starts with risk evaluation on healthy blood, and after cancer screening, 

disease determination is completed, and based on the disease, therapy selection is done. Then, the 

selected therapy is applied to the patient, and the results are monitored to analyze whether the 

therapy is suitable or enough for the patient or not. After treatment, follow-up care studies are 

done with clinical and microscopic examination. If treatment is suitable for the patient, the patient 

achieves remission and does not show any cancer symptoms. However, after treatment, a small 

number of cancer cells that do not show any symptoms and are resistant to treatment may remain, 

and those cells can cause a relapse of the cancer. Those remaining cells after treatment are called 

as minimal residual disease (MRD). MRDs cannot be detected by cancer scans or tests [1]. 

Relapse still occurs in a significant proportion of patients, that’s why MRD must be monitored 

during and after treatment. 

Leukemia is the most common cancer type in childhood (in the US, UK, and Turkey). When 

a person becomes a leukemia patient, his bone marrow produces an excessive amount of white 

blood cells that don’t function properly. Normal blood and leukemia samples are shown in Figure 

1.1. There are different therapies for leukemia, such as drug therapy (chemotherapy), bone 

marrow transplantation, radiation treatment, and immunotherapy. The most commonly used 

therapy is chemotherapy. Not all leukemia patients have the same response to chemotherapy. 

Since after chemotherapy, some leukemia cells may remain and cause repeating leukemia, the 

number of cancer cells, which is MRD, must be monitored. 
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Figure 1.1 General view of leukemia. Leukemia has a lot abnormal white blood cells [2]. 

   Mesenchymal stem cells (MSC) are used in clinical studies. When a stem cell starts aging, 

it causes negative effects instead of positive ones, so before using MSCs in clinical studies, their 

cellular senescence density should be identified. Cellular senescence in MSCs is estimated 

manually by using beta-galactosidase (SA-β-Gal) activity. After activity, the number of senescent 

cells is calculated manually. 

 Currently, MRD is monitored by flow cytometry (FC) and polymerase chain reaction 

(PCR) devices. Those devices are widely used, and they estimate MRD accurately. On the other 

hand, they are not suitable for all laboratory conditions, they need further standardization, and 

they need a high level of expertise [3].  

There are new alternative microfluidic platforms that are used for liquid biopsy in the 

literature [4]. Microfluidic platforms are used to capture and isolate the target objects from the 

environment. Some of the examples of microfluidic platforms for liquid biopsy are shown in 

Figure 1.2. Microfluidic systems are low-cost and enable integration, automation, and 

parallelization [5]. 
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Figure 1.2 Examples of microfluidic platforms for liquid biopsy [4], [6]–[8]. 

 Biosensors and biochips consist of a receptive layer, and the receptive layer contains 

biomolecular receptors to capture the target molecules from the environment. Bio-molecular 

receptors can be enzymes, antibodies, or cells, and those receptors produce a physicochemical 

reaction with target molecules to capture by showing a key-lock relationship. After capturing, 

biochips produce an output. Finally, on this output, data analysis is done and meaningful 

information is gathered. A general view of the biosensors is given in Figure 1.3. 

                   

Figure 1.3 General view of biosensors/biochips [9]. 

In addition, immunomagnetic beads are used to capture and separate target molecules 

from complex biological medium since they have the magnetic property to apply external 

magnetic force and can be coated with antibodies, aptamers, or peptides to bind target molecules. 

Magnetic beads ensure resuspension of target molecules in smaller volumes because they can be 

nano or microsized and are integrated with biosensor platforms. Magnetic beads are used to 

capture breast cancer cells, non-small lung cancer cells, and pancreatic cancer cells from blood 

samples. After capturing, loaded and unloaded beads, which are sent to a size-based micro filter, 

are distinguished from each other by applying magnetic force. Then cells on the chip surface are 

counted using fluorescent images, which require staining steps [10]. However, staining requires 

secondary antibodies, and this situation increases the complexity and cost of the process. 

In this study, we propose image processing techniques to quantify MRD in microfluidic 

biochip images. Leukemia cells are captured and isolated from the sample with immunomagnetic 
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beads, and then, using bright-field microscopy, images are taken from a microfluidic platform to 

analyze.  

  In addition, manual counting of MSCs causes some problems. For example, some aged 

cells don’t show beta-galactosidase activity, which increases the false negative rate. In addition, 

manual counting may result in operator bias. Furthermore, senescent cells show some distinct 

features compared to young cells, like enlarged and flattened shapes and more than one nucleus. 

Those features can be used during automated detection and counting of senescent cells with image 

processing techniques. Below is a broad overview of image processing techniques for medical 

image studies. 

1.2 Overview of the Image Processing Techniques on Medical 

Images 

The existence of medical imaging science started in 1895 with the discovery of X-rays by 

W.C. Röentgen. However, computers in medical imaging owed its existence to G. Hounsfield 

with practical computed tomography scanners in 1970. After that, computers have been used as 

components of medical imaging systems for data acquisition, image generation, image display, 

and image analysis. 

The growth in the number of medical imaging modalities led to an increase in the number 

of medical image datasets, which included large scope and complex problems, and this required 

advanced techniques for their analysis and solution. Imaging techniques can host noise, blurring, 

and illumination effects, and this leads to poor image quality and complex problems to analyze. 

In addition, medical images are visual in nature, but human analysis of those images has some 

limitations. Those limitations are associated with expert bias, environmental distractions, a low 

rate of incidence, etc. Consequently, image processing and computer vision techniques are 

developed for quantitative and objective analyses of medical images [11].  

However, it is not an easy task to develop an algorithm for medical images since they may 

have variability in features and dataset size. It means that a feature that exists in one image may 

not appear in another image, and one system may not be suitable for another dataset due to its 

size. As a result, a system that works well on certain image sets may not work in another similar 

situation, so it is really crucial to develop an appropriate system for the given problem. Medical 

images can contain image enhancement, segmentation, classification, or image restoration 

problems. There are some techniques that are applied to medical image analysis problems: (1) 

digital image processing techniques; (2) machine learning techniques; and (3) deep learning 
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techniques. 

1.2.1 Digital Image Processing Techniques 

A medical image is a two- or three-dimensional matrix of a scene. It consists of rows and 

columns. Each row and column has a pixel value ranging from 0 to 255. Image processing is a 

technique to perform some operations on an image to get an enhanced image or to extract useful 

information from the image. Digital image processing is a method to manipulate digital images 

using computers. Image analysis involves taking an image that has objects and assigning them to 

groups and classes. While analyzing the image, it is important to isolate the object of interest from 

the rest to measure the size, shape, or texture of the object. This task is known as segmentation. 

In addition, it can be necessary to classify an object in the image into a certain group, such as 

benign or malignant. This task is known as classification or pattern recognition. There are some 

digital image processing techniques to segment or classify objects in medical images. 

1.2.1.1 Thresholding 

Thresholding is a method that separates the foreground pixels from the background pixels. 

It plays an important role in image segmentation. It is easy to implement, and it has a high 

computation speed. The thresholding is applied to each pixel value in the given image by selecting 

a threshold value to find an object of interest. According to the given threshold value, if the pixel 

value is larger, value 1 is assigned to that pixel. If the pixel value is smaller than the threshold 

value, a value of 0 is assigned to that pixel. This type of thresholding is called global thresholding, 

and the equation is given as follows; 

                                    𝒈(𝒙, 𝒚) = {
𝟏    𝒊𝒇 𝒇(𝒙, 𝒚) > 𝑻

𝟎    𝒊𝒇 𝒇(𝒙, 𝒚) ≤ 𝑻
                                                           (1.1) 

where 𝑔(𝑥, 𝑦) represents the new binary image, which has object point and background point, 

pixel value, 𝑓(𝑥, 𝑦) represents original image pixel value, and 𝑇 represents threshold value. For 

this method, deciding the optimum threshold value is important. If 𝑇 value changes over the 

image, that method is called as variable thresholding. In addition, a threshold value can be found 

automatically based on the given image by Otsu’s thresholding method [12].  

1.2.1.2 Morphological Operations 

The term morphology offers numerous image processing operations that process images 

based on shapes and structures[13]. Commonly, morphological operations are applied to binary 

images, but they can also be extended for use with gray-scale images. They use a structuring 

element to apply to a given image and create an output image of the same size. The shape and 
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size of the structuring element vary based on the given problem, and it is important to find a 

suitable structuring element for the problem. Examples of structuring elements are given in Figure 

1.4. Morphological operations are used for filtering, edge detection, feature detection, counting 

objects, segmentation, and noise reduction. Common operators are erosion, dilation, opening, and 

closing. 

                                          
Figure 1.4 Examples of structuring elements. The dots show center of structuring element 

[14]. 
 

Erosion is an operation to shrink foreground objects. As a result, the operation sharpens 

the corners of objects and enlarges background features and holes. In contrast, dilation operations 

bridge gaps and connect objects. Besides, dilation operations can be used to create the outline of 

foreground objects in an image. 

While opening is defined as applying erosion followed by dilation by using the same 

structuring element, closing is defined as applying dilation followed by erosion by using the same 

structuring element. Binary opening operations can be used as shape detectors to preserve certain 

shapes. Conversely, binary closing operations can be used to smooth the contours of foreground 

objects, narrow breaks or gaps, and eliminate small holes[15]. 

1.2.1.3 Image Enhancement 

Before applying some methods to images, it may have been necessary to do some pre-

processing operations to obtain better images. Some images can have artifacts like noise, blur 

effects, illumination effects, etc. Initially, those artifacts should be cleaned, and then other 

methods should be applied. The most commonly used methods for pre-processing the images are 

sharpening, blurring, histogram equalization, and filtering in the frequency domain or spatial 

domain. 

1.2.1.4 Hough Transform 

The Hough transform is a feature extraction method that is used in image analysis to 

isolate regular shapes like lines, circles, ellipses, etc. The method is computationally complex. 

For instance, in two-dimensional space, a circle is represented by the below equation; 

 

                                                     (𝒙 − 𝒂)𝟐 + (𝒚 − 𝒃)𝟐 = 𝒓𝟐                                                         (1.2)        
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Where (𝑎, 𝑏) is the center of the circle and (𝑟) is radius, which results in a 3D parameter 

hough space. Then, the procedure is to increase 𝑎 and 𝑏, solve for the 𝑟 that satisfies equation 

(1.2). The complexity of the hough transform depends on the number of coordinates and 

coefficients in the given equation. Hough transform works well even when there are incomplete 

or distorted versions of circles. In [16], diameter distribution of collagen fibers was analyzed by 

hough transform since injured ligaments show a unique distribution while normal samples show 

a wide range of diameter. 

1.2.2  Machine Learning Techniques 

Machine learning (ML) is a part of artificial intelligence, and its main purpose is to learn 

like a human being by using data and algorithms. It learns from the given data. Machine learning 

techniques are iterative, and they can independently adapt to unseen data. Machine learning 

techniques are efficient for medical images. They are used for diagnosis, classification, 

prediction, and segmentation. Figure 1.5 shows the typical architecture of machine learning. 

Firstly, region of interest (RIO) images are segmented either automatically or manually and sent 

to the system. Then, hand-crafted features are extracted, and ineffective features are eliminated 

to decrease computation complexity and increase performance. Finally, based on the remaining 

features, algorithms are used for further prediction.  

 

 

Figure 1.5 Workflow of classic machine learning techniques [17]. 

 

Medical image data is large and diverse, so it is difficult to analyze. They need an expert 

in the field, and it can take a long time. However, machine learning techniques are used to reduce 

operator dependency, reduce time cost and get better performance. Machine learning has two 

approaches. 1) supervised learning; 2) unsupervised learning. 

1.2.2.1 Supervised Learning 

The supervised learning technique uses the labeled data during training to categorize the 

unseen test data. The model is built based on the extracted features of the labeled dataset. Because 

the labels of the training phase are known, supervised learning techniques outperform 

unsupervised learning techniques. It is crucial to label the data correctly and sufficiently to get 
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good performance from the model. The workflow of supervised learning is shown in Figure 1.6. 

Labeled benign and malignant tumors are trained with extracted features, and then a model is 

obtained. After that, a model is used to predict new image classes. 

                                  
Figure 1.6 Workflow of supervised learning technique [18]. 

 There are some models that are used in machine learning. They are k-nearest neighbor, 

support vector machine (SVM), random forests, and artificial neural networks. The model 

classifies the given input based on the training model, which is trained on extracted features from 

labeled data. It is important to choose the appropriate classifier based on your dataset and 

hardware system, since some architectures need strong hardware or are suitable for larger 

datasets. In addition, to get good performance from the system, it is crucial to have a balanced 

and sufficient dataset. Machine learning benefits from large amounts of data. Also, in the dataset, 

samples from each class must be balanced; otherwise, system performance decreases. There is 

some terminology that must be understood; 

Overfitting refers to the case where a model learns noise and details from the training 

dataset, but because the model cannot generalize the dataset, it cannot fit unseen data. The clear 

sign of overfitting is a larger validation or testing error than a training error. Overfitting is also 

known as high variance. 

Underfitting refers to the scenario where neither the model learns from the training 

dataset nor generalizes from the unseen test dataset. The clear sign of underfitting is poor 

performance on the training dataset. Underfitting is also called as high bias. A small number of 

datasets can cause underfitting.  

Good-fit refers to the case where the model both generalizes well on the training dataset 

and shows good performance on the unseen test dataset. Good-fit is also known as balanced. 

The visualization of the above terminology on the training dataset is given in Figure 1.7   
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Figure 1.7 Visualization of overfitting, underfitting and balanced on training dataset [19]. 

1.2.2.2 Unsupervised Learning 

Contrary to supervised learning, an unlabeled dataset is used while training the model. 

One of the techniques is clustering. K-means clustering is one of the most frequently used 

clustering methods. It is simple, it has significant speed, and it is efficient on large datasets [20]. 

The number of clusters in the problem is provided by the user initially. After that, algorithm 

randomly selects the centroids that are used as initial points for every cluster. Then, the algorithm 

iteratively calculates the distance of each centroid to the data points to optimize the positions of 

the centroids.  

Another popular technique of supervised learning is hierarchical clustering, also known 

as hierarchical cluster analysis (HCA). This time, initially, the algorithm takes each sample as 

one distinct cluster and then computes the distance (most commonly the Euclidian distance) to 

measure the similarity of two clusters. Then it identifies the closest two clusters and merges them. 

This distance calculation and merging operation continue iteratively until all the clusters are 

merged.   

1.2.3  Deep Learning Techniques 

Deep learning (DL) is a subfield of machine learning that extracts image features 

automatically. It uses artificial neural networks to process raw data. It is computationally complex 

and needs powerful hardware. Improvements in computer hardware expand the use of deep 

learning techniques on images and other data types in the physical [21], chemical [22], medical 

[23], [24], and biological sciences [25]. There are some applications of deep learning: image 

classification, segmentation, object tracking, and augmented microscopy. Figure 1.8 shows a 

general view of the deep learning architectures. It can be seen that raw training images are sent 

to the system, then features are extracted automatically by neural network architectures, and 

finally, prediction is done on an unseen test dataset. There are two approaches to training: (1) start 

learning with initialized weights from a pre-trained model; (2) end-to-end learning that doesn’t 

use any pre-trained model to initialize weights.  
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Figure 1.8 Workflow of classic deep learning techniques [17]. 

Like in machine learning, training datasets can be labeled or unlabeled. If a labeled dataset 

is used while training, it is called as supervised learning, or if an unlabeled dataset is used while 

training, it is called as unsupervised learning (self-supervised learning). It is really required to 

have sufficient high-quality data for successful applications of deep learning, but it can take a 

long time. Besides, since deep learning extracts features and learns from the raw data, image 

diversity is needed. While training, if dataset size is limited, there are common computational 

operations to increase dataset size, which are known as data augmentation and applied to raw 

datasets, such as rotation, flipping, cropping, and shearing. These operations can be applied 

regardless of the dataset size or type [26].  

Deep learning has mathematical underlying. For example, there are gray-scale images, 

and their sizes are (𝑀𝑥, 𝑀𝑦, 1), where 𝑀𝑥 and 𝑀𝑦 are number of rows and columns, and 1 is the 

number of channels in the image. Let’s assume that images are needed to classify them into two 

classes (1 for malignant, 0 for benign). In this case, a linear classifier is used, and during training, 

images are first converted to vectors. The linear classifier takes those vectors as input and 

produces class scores for each pixel value. Mathematically, it is given as; 

 

                            [
𝒚𝟎

𝒚𝟏
] = [

𝒘𝟎,𝟎  …    𝒘𝟎,𝑴𝒙𝑴𝒚−𝟏

𝒘𝟏,𝟎    …       𝒘𝟏,𝑴𝒙𝑴𝒚−𝟏
] [

𝒙𝟎... 
𝒙𝑴𝒙𝑴𝒚−𝟏

] = [
∑ 𝒘𝟎,𝒋𝒙𝒋

∑ 𝒘𝟏,𝒋𝒙𝒋
]                                             (1.3)       

                                  

Where 𝑦0 and 𝑦1 are the class scores, w is the class weights and x is the image vector. The 

class with the highest scores is taken as predicted class. Then, the training task calculates the loss 

function to measure the performance of the classifier. Generally, cross-entropy or softmax loss 

are used as loss functions. To measure the loss, class scores 𝑦0 and 𝑦1 are transformed into 

probabilities by  

                                                       𝒑𝒊 =
𝒆𝑪𝒍𝒂𝒔𝒔 𝒊 𝒔𝒄𝒐𝒓𝒆

∑ 𝒆𝑪𝒍𝒂𝒔𝒔 𝒔𝒄𝒐𝒓𝒆
𝑨𝒍𝒍 𝒄𝒍𝒂𝒔𝒔𝒆𝒔

                                                                       (1.4) 

 

After probability transformation loss value of each image computed as;  

 

                                                      𝑳𝒐𝒔𝒔 = − ∑ 𝒍𝒐𝒈 𝒑𝑪𝒐𝒓𝒓𝒆𝒄𝒕 + . 𝝀 ∑ 𝒘𝒊,𝒋
𝟐

𝒊,𝒋𝑰𝒎𝒂𝒈𝒆𝒔                                (1.5) 
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Where 𝑝𝐶𝑜𝑟𝑟𝑒𝑐𝑡 is the correct class probability, and 𝜆 is L2 regularization value that was used to 

penalize the large weights in order to overcome overfitting. The minimization of the loss function 

is achieved by optimization algorithms. These algorithms are variations of stochastic gradient 

descent, which includes Adam [27], Adagrad [28], momentum [29]. It is important to choose a 

suitable optimizer for the given problem. In addition, in deep learning, there are some components 

that are commonly used. General components are given in Figure 1.9.  

 
Figure 1.9 Usual deep learning components [26]. 

During the convolution, local features are extracted by a squared filter like 2x2 or 3x3. 

Filter size can change. After convolution, then, transfer function is applied to have a certain range 

after the convolution. Transfer function is also known as activation function, and rectified linear 

unit (ReLU) is a commonly used activation function. It takes the output of convolution as input, 

and if the value is negative, the function maps that value to zero; if the value is positive, the 

function takes the value as it is. After activation function, a pooling operation is applied to get 

coarse feature maps. There are two types of pooling: min pooling and max pooling. Max pooling 

technique is the most frequently used pooling technique. In deep learning, convolution, activation 

function and pooling operations are iteratively used to obtain low-dimensional versions of the 

original image. Separable convolutions, residual networks, dense networks, multi-resolution 

networks, and feature pyramids are several architectural elements of deep learning. They are not 

mandatory to use. A plot of training and validation loss shows overfitting, underfitting, or good-

fit, so while training, plotting that graph is critical and helps to understand how training goes, 

where to stop training, or whether the used model is suitable to the given task or not. Generally, 

in deep learning, increasing model capacity decreases underfitting, but it can also cause 

overfitting. Increasing model capacity means adding more layers to the network. Furthermore, 

deep learning techniques have numerous regularization methods to learn general features from 

the data. Those methods are batch normalization, dropout, and L2 regularization. The batch 

normalization technique is used to regularize the networks and decrease training time [30]. The 
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dropout technique randomly ignores some number of layers. Generally, batch normalization and 

dropout techniques are not used in the same model. Lastly, the L2 regularization technique 

decreases overfitting by penalizing large weights. By default, these three regularization methods 

don’t exist in deep learning models, but they can be added later if needed. When the dataset size 

is limited, using regularization techniques makes the system more robust. 

 When dataset size is limited, another alternative approach to regularization techniques is 

transfer learning. Transfer learning is a very effective method that is frequently used in deep 

learning methods. For medical images, transfer learning from out-of-domain pre-training or from 

in-domain pre-training can be used. Figure 1.10 demonstrates how transfer learning techniques 

are used for medical image classification via deep learning. 

                                          
Figure 1.10 Visualization of transfer learning approaches which is applied to medical 

images by transferring initial weights from public ImageNet dataset [31].  

 

 Deep learning models, such as ResNet, AlexNet, DenseNet, UNet, etc., are initially 

trained on large datasets like ImageNet, MSCOCO, Pascal, etc. Those datasets are publicly 

available and large datasets that contain natural images. At the end of the training, each layer of 

the network model gets a weight value. After that, those weight values are used initially on the 

model, and training starts with those initial weight values while training on a new dataset. A new 

dataset can be natural images, medical images, biological images, etc. From Figure 1.9, it can be 

seen that ImageNet has 1000 categories, but the new dataset has just 4 categories. It is not required 

to have the same number of categories for pre-training and post-training images. Besides, training 

a deep learning model on a large dataset like ImageNet needs powerful hardware. However, pre-

trained models of networks are also publicly available and can be used directly. In deep learning, 

there are some issues to understand and overcome, including overfitting, training performance, 

unbalanced dataset problems, and hyper-parameter optimization. 
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 The Overfitting problem occurs when the model learns details and noises about the 

training dataset but cannot learn general representation. Then, the model cannot show good 

performance on an unseen dataset. This problem is measured by checking differences in training 

loss and validation loss. From problem to problem, the importance of the amount of overfitting 

changes. For example, while for segmentation problems some percentage of overfitting can be 

tolerated, for classification problems that percentage cannot be tolerated and causes 

misclassification problems. To overcome overfitting, batch normalization, dropout, or L2 

regularization methods can be used. Also, for small dataset sizes, simple models can be used, and 

for large datasets, larger model architectures can be selected. 

 Training performance should be monitored while training. Poor training performance 

means there are some problems with the data or training parameters. Image normalization can 

lead to poor performance since datasets may lose important features with normalization. Besides, 

code errors or the wrong augmentation technique can cause poor performance.  

Unbalanced dataset problems occur when one class samples more than another class or 

classes. This problem leads to poor performance for the model. For instance, there are two classes, 

X and Y, and 80% of total data samples belong to the X class and 20% to the Y class. Then the 

model may learn to predict every sample as X, but it cannot learn Y samples. Classification 

accuracy can show high value, but it is misleading because the model is incorrect for class Y. 

There are some techniques to reduce class imbalance. Those techniques are upsampling and 

downsampling. While upsampling is a technique to increase the number of small size samples, 

downsampling is a technique to decrease the number of larger size samples to get a balanced 

dataset. Another technique to solve the class imbalance problem is to give the class weight in the 

loss function. The general equation for class weight calculation is given as; 

 

                                              (
𝑵𝑻𝒐𝒕𝒂𝒍 𝒆𝒙𝒂𝒎𝒑𝒍𝒆𝒔

𝑵𝑬𝒙𝒂𝒎𝒑𝒍𝒆𝒔 𝒊𝒏 𝒄𝒍𝒂𝒔𝒔 𝒊
) 𝒙 (

𝟏

𝑵𝑪𝒍𝒂𝒔𝒔𝒆𝒔
)                                                           (1.6) 

 

Where N is the number of samples. This equation 1.6 calculates contribution of each class to the 

loss. This loss can be calculated through the entire dataset or just for each mini-batch that is 

processing. 

  Hyperparameter optimization is very important and critical for training performance. 

Hpyerparameters such as learning rate, mini bath size, max number of epochs, and L2 

regularization strength dramatically affect model performance. Before training starts, those 

hyperparameters should be properly selected based on the problem and dataset. In addition, after 

giving an initial value to these parameters, their values can be updated during training. Choosing 

the initial value for the parameters is difficult. However, some models and packages come with 
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an initial value for those parameters. It can be a way to start with those initial conditions and then 

update or change them. In addition, there are some optimization algorithms that can be applied to 

the dataset before training starts. Some algorithms use grid search, and some algorithms use 

random search. Random search algorithms generally try some combination of parameters and 

return the results of the best combinations for the given task. In the following section, there is an 

explanation of the use of deep learning in medical images. 

1.2.3.1 Image Classification 

Image classification is the task of predicting the class of the given image, such as whether 

the given image is a cancer cell or not. The number of classes depends on the given problem. 

Classification is the first success of deep learning. In Figure 1.11, a schematic of the classification 

task on the medical images is shown. Images are trained, and the model learns which image 

belongs to which class by using the labels of each training image. In Figure 1.11, all images are 

categorized into three classes. 

             
Figure 1.11 Visualization of image classification task with deep learning [32]. 

It is necessary to have annotated data while training. However, sometimes there may not 

be enough high-quality annotated datasets. In this case, the powerful approach is to use transfer 

learning. Both transfer learning from natural images and transfer learning from medical images 

can be applied, since natural images are similar to medical images. The transfer learning method 

uses a pre-trained model of a large dataset like ImageNet to start training, and then the final layer 

of the model is modified based on the new task. 

1.2.3.2 Image Segmentation 

Image segmentation is the task of dividing each part of an image based on its group of 

classes. Each object in the image is segmented according to its class. In Figure 1.12, a schematic 
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of the segmentation task on the medical images is shown. Image segmentation tasks can be used 

for identifying single cells in the image, detecting cells or cell nuclei, detecting cancer cells, etc. 

In addition, segmentation has two types. One is called as semantic segmentation, and the other is 

called as instance segmentation. Even though both of them are segmentation, they are different, 

and they have different application areas. Semantic segmentation refers to the partitioning of an 

image based on object classes. If there are more than one of the same class of object, those objects 

are painted the same color. Some examples of semantic segmentation architectures are U-Net, 

DeepCell, DeepLabV3, and SegNet. Instance segmentation refers to partitioning an image based 

on the object classes and identifying each instance of an object by painting it with a different 

color. Some examples of instance segmentation architectures are Faster R-CNN, Retinanet, and 

Mask R-CNN. 

            

Figure 1.12 Visualization of image segmentation task [26]. a shows instance segmentation 

which identifies each instance of an object. b shows deep watershed segmentation which 

identifies different objects with bounding boxes. c shows application of a deep learning 

segmentation for breast cancer by Keren et al [33]. 

1.2.3.3 Object Tracking 

Object tracking is the task of automatically identifying objects in a video or in a series of 

time-lapse images. During the video or real time images, objects move. Object tracking is a 

complicated task, and it is difficult to adapt it to medical images because the number of objects 

in medical images can be hundreds or thousands. Also, objects in the medical images can be 

touched, merged, or disappear. The object tracking task consists of the detection of objects and 

the linkage of objects. DeepLabCut is one of the object tracking packages. In the following 

section, self-supervised learning techniques, which have become popular recently in deep 
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learning, are explained. 

1.2.3.4 Self-Supervised Learning 

As long as data labeling in medical images takes a long time and requires an expert in the 

given field, it is really important to use self-supervised learning methods while training. Self-

supervised learning is the task of training the model on unlabeled images and learning useful 

representations just from the data in a contrastive learning manner. After self-supervised pre-

training, the pre-trained model is used in the downstream task by fine-tuning the representations. 

Downstream tasks can be image classification, semantic or instance segmentation, object 

detection, etc. SimCLR, MoCo, and MICLe are contrastive self-supervised pre-training 

techniques. The diagram of the SimCLR method is given in Figure 1.13. The method takes a raw 

image and creates two augmentations of the raw image based on some augmentation techniques. 

Then, it uses an encoder network such as ResNet-101 to encode two augmented images, and it 

learns generic representations by simultaneously maximizing agreement between the same image 

transformations and minimizing agreement between the different image transformations.                              

 

Figure 1.13 Schematic diagram of SimCLR framework [34]. 

It is stated in the literature that transfer learning from in-domain data gives better 

performance than transfer learning from out-domain data. In addition, there is no publicly 

available large medical image dataset or pre-trained models. That’s why self-supervised 

techniques can be really effective in increasing the performance of medical image tasks. Though 

the success of self-supervised learning is proven on natural images, it has a dark side for medical 

images, so it needs to be exposed. 

In the following section, automated detection and quantification of leukemia cells and 

microbeads in optical microscope images are given in Chapter 2. The study mainly focuses on 

digital image processing and machine learning techniques. In chapter 3, automated detection and 
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quantification of leukemia cells, beads, and micropads on images that are acquired from a 

microfluidic platform by an optical microscope are explained. The study focuses on digital image 

processing and deep learning techniques. In chapter 4, segmentation and quantification of cellular 

senescence from microscopy images are given. The study mainly focuses on deep learning and 

self-supervised learning techniques. 
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Chapter 2 

Automated Quantification of 

Immunomagnetic Beads and Leukemia Cells 

from Optical Microscopy Images 

 

2.1 Introduction 

Cancer is the second leading cause of death in the United States and is expected to surpass 

heart diseases in the next five years [35]. Early detection of tumor cells and quantifying the tumor 

cells during therapy are crucial for a successful treatment. There are different treatments for 

cancer patients, such as surgery, drug therapy (chemotherapy), transplantation, radiation 

treatment, and immunotherapy. Among those methods, chemotherapy is a widely used first-line 

treatment for leukemia, but its results differ from patient to patient [35]. The effect of 

chemotherapy on the patient is shown in Figure 2.1. It can be seen that while some patients with 

chemotherapy achieve remission, some patients can have cancer cells that are resistant to 

treatment, and these cancer cells (blast cells) can cause a relapse of cancer. This case is known as 

minimal residual disease (MRD) [1]. To detect MRD, circulating tumor cells, or disseminated 

tumor cells [36], there are mainly two approaches: immunological assays and polymerase chain 

reaction (PCR)-based molecular assays. 
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Figure 2.1 The graph of the leukemic cells frequency in peripheral blood or bone marrow 

of patients after and during the chemotherapy. The graph also shows the detection limit of 

flow cytometric and morphological techniques [37]. 

As an alternative to bench-top instruments, novel microfluidics and lab-on-a-chip systems 

have been demonstrated to capture, isolate, and count tumor cells. Some examples of the systems 

are microfluidic channels [38], immunomagnetic bead-based isolation, and magnetic fixation in 

a chip [10]. To get and analyze the samples in lab-on-a-chip, devices such as optical microscopes 

for characterizing and counting tumor cells, phase contrast, and immunofluorescence images have 

been used [10], [38], [39]. The immunomagnetic beads have some extrusive features. For 

example, they can be coated with receptors to capture target molecules, or external magnetic 

fields can be applied to move and immobilize immunomagnetic beads. These features make 

immunomagnetic beads favorable for lab-on-a-chip systems. Magnetic beads can be coated with 

antibodies. There are some examples in [10]. Anti-EpCAM, anti-EGFR and anti-CEA were used 

to capture breast cancer cells (MCF-7), non-small cell lung cancer (NSCLC) cells, and pancreatic 

cancer (PANC) cells, respectively, from blood samples. The schematic illustration of cell 

detection by immunomagnetic bead coating and magnetic field usage is shown in Figure 2.2. 

Magnetic beads are coated with 𝐶𝐷10 antibody to capture and separate target cells. Then in the 

second sorting micron size magnetic beads are coated with another 𝐶𝐷19  antibody. In each 

separation external magnetic field is used. The captured cells by immunomagnetic beads are 

tagged with 𝐶𝐷45 antibody that is conjugated with gold pads. After magnetic separation, images 

are captured from the microfluidic system using an optical microscope to count and analyze the 

cells. 
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Figure 2.2 Visualization of detection strategy with magnetic beads [40]. 

Besides, to separate target biological molecules, fluorescent or horseradish peroxidase 

(HPS) labels are used. However, those labels use secondary antibodies, which increases the 

complexity and cost of the process. Alternatives to optical methods, such as magnetic beads, have 

been shown. Even though magnetic bead systems are successful, they can only provide cell 

number data but not shape, size, or morphology features, which image analysis-based methods 

can provide. 

Automated image analysis methods for digital pathology and microscopy images for cell 

detection and segmentation are reviewed in [41]. It can be concluded from the review that, to 

segment and detect cells or nuclei in the image, recent studies used digital image processing, 

machine learning, and deep learning techniques. They concluded that there is no way to determine 

which method is better than the other, and it is needed to evaluate methods based on the given 

problem and dataset. Bright-field microscopy image analysis is the easiest and has the lowest cost 

compared to fluorescence [42], phase contrast, and electron microscopy. White blood cell 

classification and leukocyte identification systems were developed by automated image 

processing techniques based on thresholding [43] and segmentation [44] algorithms. However, 

proposed studies were completed on the stained cell images since the cell’s properties make it 

difficult to detect cells in bright-field microscopy images [45]. Machine learning-based methods 

have been developed to detect cells from bright-field images. In the study [46], background 

correction is done with machine learning. In another study, unstained living and non-living cells 

in bright-field images were detected by the support vector machine (SVM) method [47]. Scale-

invariant feature transform (SIFT), which is a machine learning method, is applied to detect 

adherent and suspension cell lines in bright-field microscopy images [48].  

Though bright-field microscopy images are analyzed to detect and count cells, the 
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enumeration of both beads and leukemia cells has not been reported, and in this study, we 

introduce an automated detection and quantification of immunomagnetic beads and suspended 

leukemia cells in bright-field microscopy images. The images have 20x and 40x objectives, and 

beads are conjugated with anti-human 𝐶𝐷19 antibodies that specifically bind to the B-type 

leukemia cells. We have utilized image processing and computer vision algorithms benefiting 

from the color, size, and distinct pattern features of immunomagnetic beads and cells to detect 

and quantify cells.   

2.2 Experimental Section 

2.2.1 Materials and Methods 

The images contain immunomagnetic beads and cells in various shapes and sizes. 

Example images of my study are given in Figure 2.3. Cells in the images might appear as either 

isolated single cells covered by beads or smaller fragments. When a cell or cell fragment is not 

bound by any beads, its boundary and characteristic inner texture can be observed. However, 

when it is partially covered by one or more beads, the bound beads might obstruct some part of 

the cell boundary. Another case is the full coverage of cells by beads. In this case, a cluster of 

beads appears in the image. Hence, the cell-counting process includes all three of these cases. 

    

Figure 2.3 Typical optical micrographs of cells and beads recorded using A) 40× objective 

B) 20× objective. Scale bar indicates 20 µm. Blue arrow indicates single beads, pink arrow 

indicates the cell fragments, green arrow indicates single cell with attached 

immunomagnetic beads, red arrow indicates fully covered cells with beads as cluster [49]. 

 

 In addition, beads can appear as a single bead or as a cluster of beads that are bound to a 

cell or cell fragments. Table 2.1 shows the two different objective characteristics of my dataset 

images. It can be seen that 40X images have a higher resolution than 20X images. This means 

that they have clearer and sharper objects. Therefore, 40X objective images have higher accuracy 
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and require less effort to analyze compared to 20X objective images. 

Table 2.1 Summary of the 20X and 40X objective characteristics. 

 
Objective 20X Objective 40X 

Numerical aperture 0.40 0.65 

Working distance (mm) 1.2 0.56 

Field of view (mm2) 0.278 0.069 

Pixel resolution (μm/pixel) 0.46 0.23 

 

Nonetheless, even 40X objective images have advantages; the field of view of a 40X 

objective is 0.069, while the field of view of a 20X objective is 0.278. Thus, analyzing a target 

area on a 40X objective is slower than analyzing a target area on a 20X objective. Using real-time 

image processing as a signal readout method for a biochip requires scanning a sensor surface in 

an admissible amount of time. For these reasons, this study focuses more on the images acquired 

by 20X, which is time efficient but challenging. 

In this study, beads are obtained from the same manufacturer in [50], and they reported a 

coefficient of variation of 0.024 for the beads, so bead size variation was inconsideration. The 

uniformity of the immunomagnetic bead size makes them easy to detect from the images. 20X 

objective images may have color distortions, the edges of the images might be out of focus, and 

the light intensity may vary from region to region. For those properties of images, only classical 

digital image processing techniques were not efficient alone, so machine-learning methods were 

incorporated into color-based methods to identify cells, immunomagnetic beads, and clusters of 

beads. 

2.2.1.1 Detection and Quantification of Immunomagnetic Beads and Cells in 

40X Objective Images 

Since cells and beads on the 40X objective images are clear and have high resolution, only 

classical image processing techniques are applied to the images, and the workflow of the study is 

given in Figure 2.4. The same figure also shows the impact of color space conversion from RGB 

to YUV and thresholding on these color spaces for a sub-image that contains only cells. The 

images are acquired in raw RGB color space with 0.23 µm/pixel resolution. Since cells are more 

clearly visible in YUV color space, as shown in Figure 2.4, RGB images were converted to YUV 

color space. 
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Figure 2.4 (A) Flow diagram of cell and bead detection and counting steps for the images 

recorded using 40× objective, (B) original RGB cell image, (C) YUV thresholded cell image, 

(D) RGB thresholded cell image, (E) YUV image after morphological operations [49]. 

For color conversion, each image can be considered as three different layers and equation is given 

as: 

                                                                      𝑰 = 𝑰𝒃𝒈 +  𝑰𝒄 +  𝑰𝒃                                                           (2.1)   

                                                             

where  Ibg, Ic and Ib represents background, cells and beads respectively. Cells have a distinct U 

dominant color, corresponding to more blue color component. To distinguish cells using color 

feature, a three-channel multilevel thresholding is applied. The binary image of cells layer, Bc, is 

first estimated by applying a multilevel global threshold (same threshold for all images) as: 

 

                                 𝑩𝒄 = {
𝟏 𝒊𝒇 𝑰𝒚(𝒙, 𝒚)  ∈  𝑻𝒚 𝒂𝒏𝒅 𝑰𝑼(𝒙, 𝒚)  ∈  𝑻𝑼 𝒂𝒏𝒅 𝑰𝑽(𝒙, 𝒚)  ∈  𝑻𝑽

𝟎 𝒊𝒇 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆                                                                                
                (2.2)      

                          

Where Ty, TU and TV are threshold ranges for Y, U, and V channels, Iy, IU, IV are Y, U, V channels 

of the image. This thresholding operation detects most of the cells in the image, but since beads 

have a fringing effect around them, some bead parts also fall into this threshold range. 

Opportunely, beads have uniform circular shapes, and so to detect bead circular shapes, the hough 

transform method [51] is used. After finding circular beads, those beads were removed from the 

cell layer, followed by dilation and hole filling operations. Those operations provide for 

eliminating the fringing effects of beads in the new cell layer as follows: 

 

                                                                     𝑩̂𝒄 = 𝑩𝒄 − (𝑩𝒃 ⊕ 𝒔)                                                           (2.3)   
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where Bb is binary image that shows beads, ⊕ is dilation operation with s shape structuring 

element. The structuring element is the disc shape. After bead removal, the noise that represents 

the not-cell object in the binary image is removed by estimating its total number of pixels. Later, 

to combine those that are close to each other, a closing operation with a 20-pixel disc-shaped 

structuring element is applied. After all these morphological operations, on the binary image, the 

objects that represent the cells are counted. All of those steps provided consistent results because 

the global threshold value and morphological operation parameters were obtained with 

optimization. 

The circular hough transform method can find most of the beads, but bead clusters and 

overlapping beads may not be detected by the method. When several beads overlap, they can lose 

their original circular shape and total number of pixel values. As a result, bead counting is 

achieved by finding the proportion of the pixel area of whole beads to that of a single one. A 

general view of the bead detection and counting process is given in Figure 2.5. Initially, raw RBG 

images are converted to YUV color space to get rid of noise. Then, one global threshold is applied 

to the image, and beads are segmented. After that, morphological operations are applied to remove 

small objects and noises. Finally, bead counting is achieved by counting the number of objects in 

a binary image. 

                
Figure 2.5 The flow diagram of the bead detection using Y channel in YUV color space from 

the images acquired by the 40× objective [49]. 

2.2.1.2 Detection and Quantification of Immunomagnetic Beads and Cells in 

20X Objective Images 

 Detection and quantification of immunomagnetic beads in 20X objective images are 

achieved by the same method as in 40X objective images, which is shown in Figure 2.4. However, 

cells are not clearly visible in 20X objective images, so further image analysis methods are 

applied. In the image, cells may appear as isolated single cells or cells that are fully covered by 

immunomagnetic beads. Detection of those two cases needs different approaches because when 

a cell is covered by beads, its texture, color, or edges cannot be seen and used in the detection 
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algorithm. Therefore, the detection of cells has two main branches: (1) the detection of isolated 

cells and (2) the detection of fully obstructed cells. The detection schema is shown in Figure 2.6.  

           
Figure 2.6 Flow diagram of cell detection and counting steps for the images recorded using 

20× objective [49]. 

Before presenting the proposed algorithm, it should be mentioned the difficulties of cell 

detection in 20X objective images. When the zoom factor is halved, sensor noise, lens distortions, 

non-uniform illumination, softer edges, and sensor resolution drastically affect cell detection 

performance. As a result, only applying color- and size-based methods does not achieve desirable 

results in the 20X objective and needs further analysis. It can be seen from Figure 2.5 that the 

proposed method has two branches. The first branch uses machine learning-based methods to 

segment isolated cells in three stages. The first stage is preprocessing the images to get small 

images. During the pre-processing stage, raw, high-resolution images are divided into 12 x 12 

pixel, non-overlapping sub-images. In the experiments, 8 high-resolution images are divided into 

707,200 sub-images in total. The second stage is feature extraction for the machine learning 

model, and the third section is learning model construction to predict new test images. The second 
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and third stages are carried out on the sub-images. All extracted features for the machine learning 

algorithm are given in Table 2.2. 264 features from the Gray Level Co-occurrence Matrix 

(GLCM) [52], 9 features from mean, variance, and skewness, 81 features from the Histogram of 

Oriented Gradient (HOG) [53], [54], 59 features from the Local Binary Pattern (LBP) [54] are 

extracted.   

Table 2.2 All Extracted Features 
Statistical 

Based 

Texture Based Others 

Mean Autocorrelation [55],                    Maximum Probability [55] HOG 

Variance Contrast [52], [55],                       Sum of Squares [52] LBP 

Skewness Correlation [52], [55]                   Sum Average [52]  

 Correlation [56]                            Sum Variance [52]  

 Cluster Prominence [55]               Sum Entropy [52]  

 Cluster Shade [55]                        Difference Variance [52]  

 Dissimilarity [55]                         Difference Entropy [52]  

 Energy [52], [55]                          Information Measure of Correlation1 [52]  

 Entropy [55]                                 Information Measure of Correlation2 [52]  

 Homogeneity [55]                        Inverse Difference Normalized [57]  

 Homogeneity [56]                        Inverse Difference moment Normalized [57]  

 

Totally, GLCM selects 22 features, and we used distance = 1 and angle degrees (0, 45, 

90, 135). So, features come in different degrees, and we add them up in one row: 22* 4 = 88. 

Also, our images were color images, and they have RGB values. GLCM is applied to gray-scale 

images. For that reason, we took R, G, and B separately, and for each, we selected 88 features 

(which come from four degrees). Then, for one image, we add all R, G, and B features in one 

row, which makes 88* 3 = 264 features. 

The HOG features are extracted from local regions with 12x12 pixels. Then these pixels 

are divided into nine rectangular cells, and nine bin histograms per cell are used. The nine 

histograms with nine bins are concatenated to make an 81-dimensional feature vector. The general 

view of HOG feature extraction is given in Figure 2.7. 

              
Figure 2.7 View of the HOG features histograms in our image [49]. 
 

LBP feature length depends on the number of cells and the number of bins where, 

LBP feature length = numberOfCells x numberOfBins 
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In Matlab by default; 

    Cellsize equals size(I);       

    where I is the image 

    numCells = prod(floor(size(I)/CellSize)); 

⇒ numCells = 1 

    Number of neighbors = P = 8 

    B = (P × P–1) + 3 

⇒ B = 59, so LBP features = 1x59 

In the learning model construction stage, the Support Vector Machine (SVM) method is 

used for two class classification. Extracted 413 features were directly used while training with 

the SVM method. Any feature reduction method was not used. In a study [47], it was proven that 

SVM-based methods increased the detection of viable and non-viable cells in unstained images. 

Training and test datasets are labeled by an expert as positive for cells and negative for non-cells. 

However, the number of negative samples in the dataset is much higher than the number of 

positive samples. That makes the dataset unbalanced, and an unbalanced dataset problem leads 

to poor network performance. That’s why the dataset is balanced before training by using the 

down-sampling method by decreasing the number of negative samples [58]. While training the 

dataset, the leave-one-out method, in which all test set sub-images are left out, is applied to be 

sure that the network not only learns specific image features and learns general image features. 

There are N images in the dataset, and N-1 images are used as training, and one remaining image 

is used to estimate the test performance of the network. This training of N-1 images and testing 

on one image operation is applied iteratively and N times. Then, average performance is 

estimated. Totally, 100,000 sub-images are classified by the network system. It is also important 

to choose the optimum parameters for the SVM network, and in this study, the libSVM toolbox 

with a radial basis function kernel and multi-class classification type is employed as a classifier. 

The training dataset is trained by this classifier. Kernel function is set to radial basis. The hyper-

parameters (C, γ) of the LibSVM are determined with a five-fold cross-validation on the grid 

space, and the equation is given as; 

                     (𝑪, 𝜸) 𝝐 { ( 𝟐𝒎, 𝟐𝒏) | 𝒎 = −𝟐, −𝟏, … … , 𝟐, 𝒏 = −𝟐, −𝟏, … … , 𝟑}                                   (2.4)                       

 

After cell detection by a machine learning algorithm, bead clusters that are counted as 

cells are detected using color-based methods and morphological operations. First of all, broken 

connections in bead clusters are fixed by a morphological closing operation with a disc-shaped 

structuring element that has a 10-pixel size. In general, bead clusters are larger than 400 pixels. 
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Therefore, objects that are smaller than 400 pixels are removed, and then counting objects on 

binary images is applied, and the cluster detection part is completed. After completing isolated 

cell and cluster detection, which is shown in Figure 2.5, bead clusters and nearby cells are merged 

to count the total number of cells in each raw image. During the merging operation, a Gaussian 

filter with 𝜎 = 2 is used. Then, following a binarization of the image, a morphological closing 

operation with disc SE = 20 is performed. The algorithm is completed by counting the resulting 

objects. This gives the number of cells in the image. 

2.3 Results 

The images in the dataset were acquired by different users at different times. This case 

causes illumination light variations and focusing problems at the image edges. In the dataset, 

sixteen images are acquired with a 40X objective, and nine images are acquired with a 20X 

objective. For each image set, bead and cell detection and counting operations are applied by the 

proposed methods. After that, the performance of the proposed methods is completed with the 

manual counting of an expert. The used evaluation metrics are given below: 

                                                                        𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
                                                                    (2.5) 

 

                                                                        𝑹𝒆𝒄𝒂𝒍𝒍 =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                                                        (2.6) 

 

                                                                        𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 =
𝑻𝑵

𝑻𝑵+𝑭𝑷
                                                                 (2.7) 

 

                                                                        𝑭 − 𝑴𝒆𝒂𝒔𝒖𝒓𝒆 = 𝟐𝒙
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 𝒙 𝑹𝒆𝒄𝒂𝒍𝒍

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
                                           (2.8) 

 

 

                                               𝑫𝒆𝒕𝒆𝒄𝒕𝒊𝒐𝒏 𝑬𝒓𝒓𝒐𝒓 =
𝟏

𝟐
𝒙[(𝟏 − 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏) + (𝟏 − 𝑹𝒆𝒄𝒂𝒍𝒍)]                            (2.9) 

 

                                                                      𝑭𝒂𝒍𝒔𝒆 𝑵𝒆𝒈𝒂𝒕𝒊𝒗𝒆 𝑹𝒂𝒕𝒆 =
𝑭𝑵

𝑭𝑵+𝑻𝑷
                                                   (2.10) 

 

In the following subsections, the results of the algorithms explained previously are 

reported for immunomagnetic bead and cell quantification. Fully covered, isolated, and partially 

covered cell detection results and the combination of those three approaches to obtain an overall 

quantification of the cells are explained. 

2.3.1 Bead Quantification 

The performance of bead quantification algorithm is estimated by the error rate , 𝐸 which 

is defined as: 

                                                                    𝑬 =  |
𝑵̃−𝑵

𝑵
|                                                                        (2.11)                                          
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Where 𝑁 is the actual number of beads in the image, and  𝑁̃ is the number of found beads by the 

proposed method that is shown in Figure 2.5. The error rate value is used as an evaluation metric 

for the bead detection and quantification methods for both 20X and 40X images, and results are 

given in Table 2.3. It can be concluded that error rate for both objectives is low because beads 

are opaque and have a darker texture than cells and background to detect. Nonetheless, due to 

lower resolution and noise in 20X images, the error rate of those images is higher than that of 

40X images. 

 

Table 2.3 Average bead counting error rates for images acquired by 40× and 20× objectives 
 40× Images 20× Images 

E 0.0171 0.0384 

 

Error rates for bead quantification show satisfactory results even when only size- and 

color-based methods are used. However, since cells have a semi-transparent texture, it is more 

difficult to detect and quantify them. Besides, the larger accuracy of cell quantification is crucial 

for the users than bead quantification accuracy. Those effects and challenges make cell 

quantification more difficult. 

2.3.2 Cell Quantification 

For evaluating cell quantification algorithms performance, true positive (TP), false 

positive (FP), and false negative (FN) values are determined to calculate precision, recall, 

specificity, F-measure, false negative rate, and detection error metrics. Some samples of the 

original 40X images and their cell detection results are shown in Figure 2.8. Detection and 

quantification accuracy for 40X images are higher, and detection and quantification methods are 

easier compared to 20X objective images. 

         
Figure 2.8 Original images (top row) and green detection marks for each cell (bottom row) 



30 
 

for the 40× objective [49]. 

 

In order to see the performance of the proposed algorithms visually, the images that have 

the lowest precision and the highest precision are compared. It can be seen from the right column 

of Figure 2.9 that the highest precision image is clear, uniform, and light variations are minimal. 

The left column of Figure 2.9 shows the lowest precision image in our dataset. This image has 

blurry edges, causing false positives and thus decreasing the precision rate. Also, to see the effect 

of image quality on precision rate, the blurry part of the lowest precision image is cropped, and 

precision is calculated again. Results for the new cropped image are given in Figure 2.10. After 

removing the blurry edges, the precision metric was increased from 0.54 to 0.85, while the 

detection error was decreased from 0.34 to 0.23. Results are shown in Table 2.4. It is clear that 

clearing images and removing problematic regions before detection and quantification increase 

the performance of the algorithm, but for practical reasons, the proposed methods are applied to 

whole images, and some image processing techniques are applied to reduce noise and problems. 

Cells may appear in three forms: (1) isolated, (2) partially covered by beads, and (3) fully 

covered by beads. Those three forms have different textures, colors, and appearances, and these 

different properties require different image processing techniques to detect and analyze. First, all 

three categories are analyzed separately, and then the results are combined to get the overall 

performance of the proposed methodology for cell detection. In the following sections, the results 

that are obtained for each of the three categories are given for 20X objective images.  

                          
Figure 2.9 Comparison of high precision and low precision images. Blue circle indicates the 

blurry part of the image (top left) and resulted false positives (bottom left) [49]. 
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Figure 2.10 The impact of image quality on the performance of the image processing 

algorithm. Original image (image 9) (left), cropped image without blurry part (right) [49]. 

 

Table 2.4 The impact of cropping out the blurry region of the image on the performance 

of the algorithm. 

 Precision Recall Specificity 
False Negative 

Rate 

F-

Measure 

Detection 

Error 

Original Image 0.54 0.76 0.99 0.23 0.63 0.34 

Excluding the Blurry 

region 
0.85 0.68 0.99 0.32 0.75 0.23 

 

One common form of cell appearance is clusters, which are covered by beads. If a cell is 

covered by a bead, the cell is not seen, and the bead appearance also changes compared to the 

single original bead. The actual texture of the cell is usually concealed, but bead clusters are 

indicators of obscured cells. As a result, those objects in the image are counted as cells. The result 

of cluster detection is given in Table 2.4. The table shows the result of 20X objective images. On 

average, 45.77 bead clusters out of an average of 58.3 were correctly detected, and 12.5 were 

incorrectly detected. The recall value is higher than 94%, which indicates that most of the bead 

clusters are detected correctly and there are a low number of missed detections. On the other hand, 

an 80% precision value indicates that some objects, such as the one in the out-of focus region, are 

detected as bead clusters, which causes a lower precision rate. For example, image 3 from Table 

2.5 has blurry and out-of-focus corners, and this causes the highest false-positive measure. Unlike 

image 3, image 4 has clearer and more in-focus corners, and this causes the lowest false positive 

rate. 

 

 

 

 

 

 

 

https://www.sciencedirect.com/topics/engineering/image-processing-algorithm
https://www.sciencedirect.com/topics/engineering/image-processing-algorithm
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Table 2.5 Fully Covered Cell (Bead Cluster) Detection Results. 

  

 

Another challenge for this part is to decide on the bead cluster size and how many beads 

indicate an underlying cell. In this experiment, a minimum bead cluster size is incorporated into 

the method based on an expert’s view. 

Another type of cell is isolated and partially covered. Those cell types have visible cell 

textures. For this reason, the method described in Figure 2.6 as an SVM branch extracts cell 

features, and those features are trained by SVM to predict unseen image’s cell parts. Also, to test 

another machine learning method with SVM, neural networks and random forests are used and 

compared in Weka data mining software [59], [60]. The raw images are divided into 88,000 

overlapping sub-images with a size of 12 x 12 pixels, and 413 features, which are described in 

the method section, are extracted for each sub-image. The dataset was unbalanced, and balanced 

datasets are obtained by down-sampling negative examples. For each image in the dataset, test 

data was generated to compare the results of each method. To obtain reliable test results, a leave-

one(image)-out approach is implemented [61]. The approach leaves out one test image 

completely from the training dataset. During train-test cycles, all images are used as tests with 

the leave-one-out method. To give the overall performance of the proposed methods, the result 

of each test image in train-test cycles is averaged. The results of different machine learning 

methods are presented in Table 2.6. 

 

 

 

True  

Positive  

False  

Positive  

Missed  

Detection  

Precision  Recall F-Measure 

Image1  55 22 0 0.71 1 0.83 

Image2  55 16 2 0.77 0.96 0.85 

Image3  55 24 2 0.69 0.96 0.80 

Image4  32 2 2 0.94 0.94 0.94 

Image5  52 13 1 0.80 0.98 0.88 

Image6  54 13 2 0.81 0.96 0.87 

Image7  36 8 2 0.81 0.94 0.87 

Image8  40 11 2 0.78 0.95 0.86 

Image9  33 4 3 0.89 0.91 0.90 

Average  45.77 12.55 1.77 0.80 0.94 0.87 
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Table 2.6 Comparison of machine learning algorithms for each image for isolated and 

partially covered cell detection (in Weka) 

SVM / Random Forest / Neural Networks 

 

TP 

Rate 

FP 

Rate Precision Recall 

F-

Measure MCC 

ROC 

Area 

PRC 

Area Accuracy 

Image1 

SVM 

RF 

NN 

0.865 

0.888 

0.855 

0.135 

0.112 

0.145 

0.868 

0.892 

0.861 

0.865 

0.888 

0.855 

0.865 

0.888 

0.855 

0.733 

0.781 

0.716 

0.865 

0.960 

0.912 

0.817 

0.959 

0.907 

86.54 

88.83 

85.53 

Image2 

SVM 

RF 

NN 

0.898 

0.923 

0.907 

0.102 

0.077 

0.093 

0.899 

0.924 

0.907 

0.898 

0.923 

0.907 

0.898 

0.923 

0.907 

0.797 

0.847 

0.813 

0.898 

0.963 

0.949 

0.858 

0.958 

0.940 

89.83 

92.30 

90.65 

Image3 

SVM 

RF 

NN 

0.872 

0.910 

0.808 

0.128 

0.090 

0.192 

0.873 

0.924 

0.810 

0.872 

0.910 

0.808 

0.872 

0.910 

0.807 

0.745 

0.834 

0.617 

0.872 

0.913 

0.843 

0.824 

0.906 

0.810 

87.17 

91.02 

80.76 

Image4 

SVM 

RF 

NN 

0.690 

0.802 

0.643 

0.310 

0.198 

0.357 

0.702 

0.805 

0.732 

0.690 

0.802 

0.643 

0.686 

0.801 

0.605 

0.392 

0.607 

0.364 

0.690 

0.879 

0.727 

0.634 

0.871 

0.738 

69.04 

80.15 

64.28 

Image5 

SVM 

RF 

NN 

0.894 

0.935 

0.866 

0.106 

0.065 

0.134 

0.899 

0.939 

0.886 

0.894 

0.935 

0.866 

0.893 

0.935 

0.864 

0.793 

0.874 

0.752 

0.894 

0.977 

0.938 

0.854 

0.975 

0.933 

89.35 

93.51 

86.57 

Image6 

SVM 

RF 

NN 

0.860 

0.896 

0.676 

0.140 

0.104 

0.324 

0.870 

0.904 

0.716 

0.860 

0.896 

0.676 

0.859 

0.896 

0.660 

0.730 

0.800 

0.390 

0.860 

0.962 

0.860 

0.814 

0.960 

0.860 

86.03 

89.63 

67.56 

Image7 

SVM 

RF 

NN 

0.846 

0.912 

0.789 

0.154 

0.088 

0.211 

0.876 

0.922 

0.836 

0.846 

0.912 

0.789 

0.843 

0.911 

0.782 

0.721 

0.833 

0.623 

0.846 

0.986 

0.931 

0.803 

0.985 

0.934 

84.59 

91.19 

78.93 

Image8 

SVM 

RF 

NN 

0.677 

0.726 

0.587 

0.323 

0.274 

0.413 

0.682 

0.729 

0.587 

0.677 

0.726 

0.587 

0.675 

0.725 

0.587 

0.359 

0.455 

0.174 

0.677 

0.783 

0.630 

0.621 

0.758 

0.621 

67.70 

72.56 

58.68 

 

The overall performance of different machine learning algorithms on our dataset is given 

in Table 2.7. Random forest has the highest accuracy with 87.4%, and neural networks have the 

lowest accuracy with 76.6%, but neural network settings can be optimized for better accuracy. In 

this experiment, the neural network has 413 nodes, 208 hidden neurons, and 1 hidden layer. The 

data for all methods is normalized before training. 
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Table 2.7 Average accuracy of machine learning methods in Weka for isolated and 

partially covered cell detection. 

Cell Detection 

 

SVM (Support Vector Machine) Neural Network Random Forest 

Average Accuracy 82.5372 76.6250 87.4058 

Average TP Rate 0.825 0.766 0.874 

Average FP Rate 0.174 0.233 0.126 

Average Precision 0.833 0.789 0.879 

Average Recall 0.825 0.766 0.874 

Average F-Measure 0.823 0.758 0.873 

Average MCC 0.658 0.556 0.753 

Average ROC Area 0.825 0.848 0.927 

Average PRC Area 0.778 0.842 0.921 

 

In this part, the results of all three cell categories are combined to give an overall cell 

detection and quantification performance. The performance of the proposed algorithms for each 

image in the dataset is presented in Table 2.8 and a summary for 20X objective images is given 

in Table 2.9. When finding the location of the cell, the algorithm can point to different positions 

in one cell. Each location is considered as correct as long as it points to a point in the cell. 

However, when counting those points, multiple marks in one cell are counted as a false positive 

because in one cell there can be more than one point, but more than one point doesn’t mean more 

than one cell. And this case is calculated as multiple marked and shown in Table 2.9. In the table, 

multiple marked columns show how many times a cell is falsely detected more than once. From 

Table 2.9, it can be concluded that the majority of the images are correctly counted, with fewer 

missed detections and multiple detection errors. 
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Table 2.8 Cell counting results for each image 

 
Isolated Cell Fully Covered Cell Partially Covered Cell 

 

False Alarm  Correctly 

Marked 

Multiple 

Marked 

Missed 

Detection 
Correctly 

Marked 

Multiple 

Marked 

Missed 

Detection 

Correctly 

Marked 

Multiple 

Marked 

Missed 

Detection 

Image1 15 1 4 27 1 1 23 1 0 37 

Image2 16 1 2 45 0 2 10 0 8 18 

Image3 8 0 5 50 0 3 12 1 1 21 

Image4 8 1 2 36 2 3 9 2 1 15 

Image5 12 0 1 44 0 3 17 2 4 25 

Image6 9 1 1 53 2 1 15 1 3 17 

Image7 8 1 2 31 0 8 14 0 4 4 

Image8 
3 

1 6 41 2 4 4 1 1 16 

Image9 6 1 9 28 3 1 13 1 5 38 

 

Table 2.9 Summary Table for 20X images. Correctly Classified Accuracy =100*Correctly 

Classified / (Correctly Classified + Missed Detection) 

 Correctly 

Classified 

Multiple Marked Missed Detection Correctly 

Classified 

Accuracy % 

Image 1 65 3 5 92.8 

Image 2 71 1 12 85.5 

Image 3 70 1 9 88.6 

Image 4 53 5 6 89.8 

Image 5 73 2 8 90.1 

Image 6 77 4 5 93.9 

Image 7 53 1 14 79.1 

Image 8 48 4 11 81.3 

Image 9 47 5 15 75.8 

Average 61 3 9 86.32 
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2.4 Discussion and Conclusion 

Cells can be imaged by microscopy, which has the forms of bright-field, phase contrast, 

fluorescence, and electron, and those images can be analyzed by image processing techniques. 

On the one hand, electron microscopy images result in high resolution and variable images [62]. 

Fluorescent microscopy requires labeling cells, and after capturing images, cell counting 

algorithms are developed [63], [64]. On the other hand, bright-field microscopy is the easiest and 

lowest cost method compared to other methods since it doesn’t need labeling operations or optics. 

Bright-field cell images are transparent, and this causes challenges for detection. In some studies 

[65], [66], cells are stained for better visualization and differentiation from other molecules in the 

image. However, in this study, cell detection and quantification are reported on unstained cell 

images. Also, in this study, the detection of immunomagnetic beads, which are used for cell 

separation and better cell detection. As shown in Table 2.4, blurry edges and illumination changes 

affect the performance of the algorithm. This impact was also reported in a similar study that 

detected cells using machine learning with 82% accuracy [67]. Stained cell detection studies [68]–

[70] show higher accuracy and precision compared to the proposed mythology since staining 

makes cells distinctive. In another study [71], SVM-based cell detection accuracy on fluorescent 

labeled cells was reported as 90%, whereas our method results in 86.32% accuracy with blurry 

images. Also, this study images not only include cells but also include beads and cells that are 

fully or partially covered by beads. In this study, the effect of image quality on the algorithm is 

shown, so to maximize the quality of images, automated illumination and focusing adjustments 

can be added to the MRD biochip. Our dataset's image size is 12 megapixels. This high image 

size causes an unbalanced dataset. As a further issue, decreasing the image size can solve the 

unbalanced dataset issue. In addition, to increase the performance of the proposed method, a top-

hat transformation to overcome the illumination effect can be used before the segmentation [72]. 

Also, to reduce the noise, adaptive local noise reduction method can be used [73]. Moreover, in 

the feature extraction part, more features can be added or some features can be removed by 

principle component analysis (PCA) to increase performance. The advantages of feature 

extraction by increasing accuracy, decreasing cost, or decreasing data storage are stated in [74]–

[77]. Besides, a comparison of different machine learning algorithms shows that selecting the 

right machine learning algorithm for the given dataset can increase accuracy. It is also crucial to 

optimize machine learning parameters. 

As a conclusion, the proposed study is aimed to detect and quantify cells in a biochip. The 

biochip includes immunomagnetic beads for the separation of the target B lymphoblast cells. 
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During the study, 20X and 40X objective images are used. The maximum precision rate for a 40X 

objective image was 90% without cell staining and with color-based methods. In addition, cell 

detection in 20X images presented more challenges, and only color-based methods were not 

enough, so a machine learning based method was proposed to detect cells in 20X objective 

images. Overall results show that image quality has a great impact on the performance of the 

algorithm, and the highest precision is 94% for clear image.  
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Chapter 3 

Image-Analysis Based and Deep Learning 

Based Readout Method for Biochip: 

Automated Detection and Quantification of 

Immunomagnetic Beads, Micropads and 

Leukemia Cells 

 

3.1 Introduction 

Cancer therapy requires a number of cancer cells to monitor the effect of the treatment. 

One of the most common treatment methods is chemotherapy. However, chemotherapy can show 

different effects on different patients, like refractory, relapse, or complete remission [35]. 

Optimized based on a personalized dose of chemotherapy can decrease the risk of harmful toxicity 

and increase the positive effect [78]. Minimal Residual Disease (MRD), as stated in Chapter 2, is 

a relapse of cancer cells that are resistant to chemotherapy [3]. To estimate MRD, flow cytometry 

(FC) and polymerase chain reaction (PCR), next-generation sequencing methods which are 

molecular or immunological assays are widely used [79]–[81]. Microfluidic platforms appear as 

an alternative to those methods [82]. In this study, the images are acquired from a biochip 

(biosensor), which is also known as a microfluidic chip. The general view of a biosensor device 

is shown in Figure 3.1. A biochip (biosensor) device has three main components: (1) a 

biomolecular probe, (2) a transducer, and (3) a signal processor. First of all, by using biomolecular 

probes, target molecules are captured, and biological detection of target molecules is 

accomplished. Some examples of biomolecular probes are antibodies, DNA, aptamers, and 

extracellular matrix (ECM) proteins. Then, the transducer part converts biomolecular recognition 

into measurable signals. Those signals can be optical, electrochemical, magnetic, mechanical, 
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thermal, or a combination of those. Finally, the signal processing unit displays the result, or signal. 

After displaying the results, microscopes and attached cameras are used to record images from 

the chips, and then some algorithms can be used to analyze the data [83]. To analyze image data, 

image processing techniques can be applied. 

                         
Figure 3.1 Schematic representation of a biosensor (biochip) and essential components [84]. 

 

The microfluidic platform (biochip) of this study includes immunomagnetic beads and 

micropads. Both of them are functionalized with different types of antibodies, which enables 

screening target molecules for multiple antigens in the cell membrane. In affinity-based 

biosensors, which use antibodies in sandwich assay are used. One antibody is used on the surface 

as a capture antibody, and the second antibody is used as a detection antibody. In this study, 

antibody-functionalized micropads were used to capture target cells on the microfluidic platform, 

and thus target cells were quantified. Bright-field microscopy is used to capture images on the 

microfluidic platform. Bright-field microscopy is easy and has the lowest cost; that’s why, in this 

study, we used bright-field microscopy. Since the optical properties and appearance of the cells 

in the bright-field microscopy images make it challenging to detect and identify them. There are 

some open-access software tools, such as Fiji [85], and Icy [86], to detect, segment, and analyze 

the cell images. In addition, machine learning algorithms are used to detect cells automatically 

[47], [48]. Besides, there is open access image processing software called PIACG. This software 

is used to estimate the total area of the viable cells in fetal bovine serum from the microscopy 

images that are acquired from microfluidic chips. The software is Python-based and can segment 

a large number of unstained cells. The software is specialized to recognize other objects that are 

not cells. The main methods in the software are thresholding and filtering operations. Also, 

software does not need any pre-processing to segment cells. However, the software is proposed 



40 
 

to segment and analyze the specific cell type, so it is not capable of detecting and counting 

different cell types and objects in the image  [87].  

In the previous chapter, leukemia cells and immunomagnetic beads were detected and 

quantified based on machine learning-based and classical image processing based methods. The 

images had 20X and 40X objectives, and their results were compared. In this chapter, automated 

detection and quantification methods will be explained as a readout mechanism for the 

microfluidic platform. The main purpose of the microfluidic platform is to monitor the patient's 

response to the chemotherapy treatment. The main purpose of the developed algorithm is to count 

patient leukemia cells, immunomagnetic beads, and micropads in bright-field microscopy images 

with a 20X objective. In this study, the images were acquired from real patients. In the first part 

of this chapter, image processing techniques will be explained, then in the second part, deep 

learning-based techniques will be explained, and finally, results will be compared. In the first part 

of our study, we used image processing-based techniques that benefit from the color, size, and 

shape identification of objects in the image to reduce the processing time. In the second part of 

our study, we used deep learning-based techniques to improve the results of the first study and 

have a more generalized system. 

In the first part of this study, separate algorithms are used to detect and quantify cells, 

beads, and micropads since they have different shapes, colors, and sizes. Also, it is needed to 

optimize the parameters separately. For example, morphological operations need a structuring 

element, and structuring elements need shape and size parameters. Also, since cells, beads, and 

micropads are different from each other, it is necessary to optimize and define different sizes and 

shapes for structuring elements. In addition, not all images in the dataset are clear. Some images 

are blurry and have an illumination effect. So they need pre-processing before implementing the 

proposed algorithm. To overcome all these limitations and get better performance, in the second 

part of this study, deep learning-based algorithms are applied to the dataset.  

Deep learning techniques are broadly applied to biomedical images for segmentation, 

classification, and object detection. In [88], accuracy in nucleus segmentation was achieved by 

DeepCell and U-Net architectures. In another study, classification with deep learning was used 

to classify yeast cells in microscopy images [89]. Blood cell images, which are obtained from a 

scanning electron microscope (SEM), were segmented into red blood cells (RBCs), white blood 

cells (WBCs), and platelets. To segment objects into the given classes, a novel convolutional 

encoder-decoder framework was proposed. VGG-16 was used as a baseline network to extract 

pixel-wise features [90]. To classify single cell images into four classes, a convolutional neural 

network (CNN) was used. The accuracy of the CNN was 99%. Later, CNN performance was 

compared with machine learning methods such as k-nearest neighbor (k-NN) and support vector 
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machine (SVM) [91]. In another study, the transfer learning method was used, and the initial 

weights of AlexNet, ResNet, VGG-16, and DenseNet were used for malaria classification [92]. 

In addition, the U-Net architecture was adapted to ImageJ, which is an image processing tool, in 

order to enable non-machine-learning experts to analyze their own data [93]. In review, it is stated 

that deep learning methods solve the diagnosis and monitoring of cancer problems [94]. Stained 

leukemia cell detection from microscopy images was achieved by transfer learning with AlexNet, 

and classification accuracy was given as 100% [95]. In another study [96], classification of acute 

lymphoblastic leukemia (ALL) into B-cell type and T-cell type was achieved by pre-trained 

convolutional neural networks, AlexNet and LeukNet. The reported classification accuracy was 

94.12%. 

In the second part of this study, as a readout mechanism for the microfluidic platform, an 

automated semantic segmentation algorithm was proposed to segment leukemia cells, 

immunomagnetic beads, and micropads. During the study, parameter optimization and the 

solution of the unbalanced dataset problem were completed. After the segmentation, automated 

quantification of objects was studied.    

3.2 Experimental Section 

3.2.1 Materials and Methods 

In this study, two types of immunomagnetic beads were used. Micron-size beads were 

coated with CD19 antibody, and nano-size beads were coated with CD10 antibody to separate the 

target cells. Micropads in the biochip were coated with gold and functionalized with CD45 

antibodies. After the separation operation, target cells were introduced to the biochip, and cells 

were captured with microscopy for automated segmentation and quantification. By using coated 

beads and coated micropads, it was shown that the MRD biochip was able to monitor cells that 

have three different markers.  

Images were captured by bright-field microscopy from the MRD biochip. Image sizes 

were 3116 x 4076 with a 20X objective. A general view of the microfluidic system is 

demonstrated in Figure 3.2. Cells in the images were unstained, and fluorescent dyes were not 

used. 
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Figure 3.2 a) Optical microscopy system with 20X objective and the microfluidic platform 

b) 20X objective biochip microscopy image which has small micropad. c) 20X objective 

biochip microscopy image which has bigger micropad areas than a. d) 20X objective biochip 

microscopy image which has larger micropad area than b and c. Blue arrow indicates cells 

attached to a micropad, purple arrow indicates a single cell, yellow arrow indicates two 

single cells with attached bead, red arrow indicates fully covered cells with beads as cluster, 

and green arrow indicates square pads. In addition, white arrow indicates the part of the 

biochip for capturing the image [97]. 

3.2.1.1 Micropad Detection and Quantification 

In the images, micropads have regular shapes and sizes with grid-order places. Micropad 

sizes may change based on the production of the chip. The original micropads in the images and 

the general workflow of the study to detect and quantify them are given in Figure 3.3. Micropad 

sizes that are used in this study are in the 15 µm x 15 µm-35 µm x 35 µm range. Compared to 

bead sizes, micropads are larger, and compared to cells, micropads are opaquer. To get only 

micropad images in binary form, a closing operation that has a larger structuring element size 

than a single bead in the image is applied. With this operation, a gray-scale image that has only 

micropads is obtained. To determine the size of the structuring element, the single micropad edge 

length is calculated. This length is calculated manually. After a grayscale image is obtained, 

Otsu’s threshold method is applied to convert it to a binary image. At the end, the binary image, 

which has only micropads accessed. On the image, the number of micropads is achieved by 

connected components operation. 
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Figure 3.3 a) Original RGB image, b) a micropad from the original image, c) result of 

micropad extraction algorithm, image is in gray-scale, and d) binary image obtained by 

using Otsu’s threshold on gray-scale image in c. Scale bars = 20 μm [97]. 

3.2.1.2 Immunomagnetic Bead Detection and Quantification 

A schematic diagram of bead detection and quantification steps is given in 3.4. In the 

images, the beads have regular and circular shapes. Sometimes, beads can attract to each other 

because of their magnetization property; thus, they can form clusters, which are not uniform, and 

some clusters may have a different color than the original beads. In that case, it is needed to define 

a new class for clusters to detect and quantify them. 

                  
Figure 3.4 Flow diagram of immunomagnetic bead detection and quantification steps [97]. 

 

In addition, just like micropads, beads are also opaquer than cells. The main purpose of 

the study is to detect and count the cells, so only bead images are obtained with the given 

algorithm in Figure 3.4 and subtracted from the original image to get only cell images. The main 

operations are filtering, thresholding, segmenting, and morphological operations to get images 

that have only beads. Having the information of the bead number in the image can help optimize 

the initial concentration of added beads, so the quantification of beads is also important for this 
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study. In the first part of the bead detection method, beads and micropads are segmented together. 

Some beads may be attached to micropad borders. In order to define attached bead and micropad 

borders, a watershed algorithm is implemented. The watershed algorithm is not directly applied 

to the original RGB image. Raw images are converted to gray-scale images, 𝐼𝑔𝑟𝑎𝑦, and to clear 

some noise, a Gaussian filter with 3 pixels is used. After noise cleaning, Otsu’s threshold method 

is applied. Otsu’s threshold method is given in equation 3.1 

 

                                           𝑰𝒎𝒂𝒔𝒌(𝒙, 𝒚) = {
𝟏,   𝒊𝒇 𝝉𝒐𝒕𝒔𝒖>𝑰𝒈𝒓𝒂𝒚(𝒙,𝒚)

𝟎,   𝒊𝒇 𝝉𝒐𝒕𝒔𝒖<𝑰𝒈𝒓𝒂𝒚(𝒙,𝒚)
}                                                            (3.1)         

                              

Where 𝜏𝑜𝑡𝑠𝑢 is global threshold value found by Otsu’s method, (x,y) is a pixel position in a gray-

scale image. The result of the equation, 𝐼𝑚𝑎𝑠𝑘, is a binary image and it contains beads and 

micropads. After this step, gray-scale version of original image is masked with 𝐼𝑚𝑎𝑠𝑘 and 𝐼𝑚𝑎𝑠𝑘𝑒𝑑 

image is obtained. Then on 𝐼𝑚𝑎𝑠𝑘𝑒𝑑 image, Otsu’s threshold method is applied and binary image 

that has bead and micropad, 𝐵𝑏𝑝, is obtained. Then distance map, 𝐼𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒, is generated by using 

the Euclidean distance method [98]. After that, the watershed method labels objects in the image 

(𝑂𝑙) by the given equation: 

                                                           𝑶𝒍 ← 𝑾𝒂𝒕𝒆𝒓𝒔𝒉𝒆𝒅(𝑰𝒅𝒊𝒔𝒕𝒂𝒏𝒄𝒆)                                                 (3.2)                                    

 

Where 𝑙 = {1,2,3, … 𝑁} refers to the index of labeled objects. The main purpose of using 

the watershed method is to find the border of each connected object to spate them. Finally, to 

obtain only the bead image, 𝐵𝑝 is subtracted from 𝑂𝑙, and only the bead image, which is in binary 

form, 𝐵𝑏, is obtained. Steps that are given in Figure 3.4 are visualized by original images and 

shown in Figure 3.5. 
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Figure 3.5 (A)Original RGB image, (B) gray-scale image, (C) filtered image, (D) binary 

image after Otsu’s threshold, (E) masked gray-scale image, (F) binary image of masked 

image after Otsu’s threshold, (G) binary image after watershed segmentation, and (H) 

binary micropad subtracted image. Scale bars = 20 μm [97]. 

3.2.1.3 Cell Detection and Quantification 

Unlike others, cells in the images generally have irregular shapes and sizes. Also, they 

can be in different forms, like single cells, bounded to single or more beads, bounded to 

micropads, or bounded to both micropads and beads. This form makes cell detection more 

challenging. To detect cells, first of all, the variance matrix of the original RGB image, which is 

in double format, is found by the given equation: 

 

                                          𝑽𝒘 =
𝟏

𝑵−𝟏
 ∑  |𝑨𝒘𝒊

− 𝝁|
𝟐𝑵

𝒊=𝟏                                                                                (3.3) 

 

Where 𝐴𝑤 is a small size matrix made up of N scalar observations, and 𝜇 is a mean of 𝐴𝑤. 

After this step, to see cells, immunomagnetic beads and micropads clearly on the variance matrix, 

the global threshold method is applied. The value of threshold, 2.7x10−4, is found by image 

segmenter tool with a trial-and-error process. Then the image contains cells, beads, and micropads 

in binary format is formed (𝐵𝑐𝑏𝑚). The main goal of the cell detection step is to get an image that 

only has cells, so the next part explains how beads and micropads are removed from the 𝐵𝑐𝑏𝑚 

image. 

In the watershed segmentation part of the bead detection steps, beads, micropads, and 
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small cell fragments, which are given in Figure 3.6, are obtained. It can be seen in the image that 

there are small cell parts. This means that if this segmented image is directly deleted from 𝐵𝑐𝑏𝑚, 

some cells will be missed to detect and count. As a result, the cell part from the image should be 

cleared. To clear cells, an opening operation is applied. However, directly applying the opening 

to 𝑂𝑙 image causes the remaining part of the micropads. To solve this problem, 𝐵𝑝 is added to 𝑂𝑙, 

and then opening is applied to 𝑂𝑙. The opening parameter value is 225 that is half of the pixel 

area of the single immunomagnetic bead. The resulting image, 𝐵𝑠, contains beads and micropads. 

On 𝐵𝑠 dilation operation is applied, and finally dilated 𝐵𝑠 is subtracted from 𝐵𝑐𝑏𝑚, and only cell 

image, 𝐵𝑐 is produced as: 

                                                      𝑩̂𝒄 = 𝑩𝒄𝒃𝒎 − (𝑩𝒔 ⊕ 𝒔)                                                                    (3.4)        

                                        

Where ⊕ is a dilation operation, and s is a disc shape structuring element. 

             
Figure 3.6 Result of the watershed algorithm. In the image there are some cells, micropad 

and immunomagnetic beads. Background is black. Watershed lines are visible between 

different objects and even in the same object [97]. 

 

 After that, to clear noises from the resulted image, morphological operations are applied, 

and in binary image cell are counted with connected component operations [14]. 

3.2.1.4 Cluster Detection and Quantification 

The steps of the cluster detection methods are shown in Figure 3.7. In the image, a larger 

micropad than the original one means that cells and beads are attached to micropads and form a 

cluster. So, these clusters must be identified to calculate the correct number of cells. The first 

operation to detect those clusters is identifying larger micropads by checking their size and 

producing a new image that only has larger micropads. After that, this image is added to 𝐵𝑏. 

These operations find clusters formed by micropads. In addition, it is needed to find clusters 

formed by beads. To do so, an opening operation with a disc-shaped structuring element is applied 

to find circular-shaped bead colonies (when beads form clusters around a single cell, the cluster 

shape becomes almost circular). As a next step, non-cluster small objects are removed, and 
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finally, on the image, larger micropads, circular-shaped bead clusters, and certain-size bead 

clusters remain. On those binary images, object counting is processed to find the number of 

clusters. 

          
Figure 3.7 Flow diagram of cluster finding and counting steps [97]. 

3.2.1.5 Detection of Cell and Cluster Attached to the Micropads 

The micropads in this study are functionalized with the CD45 antibody. It means that if a 

cell has CD45 antigen in the cell membrane, micropads capture this cell, and this situation gives 

information about the cell's immunophenotype. This case is analyzed using the following 

strategies: Firstly, 𝐵𝑝 is dilated by morphological operation. Then, 𝐵𝑐 is eroded by morphological 

operation. After that, dilated micropad image, eroded cell image and binary cluster are 

compounded 𝐶𝑐𝑝 image is created. On 𝐶𝑐𝑝 image object finding is performed with connected 

component algorithm and larger micropads are marked. In this step, a larger micropad means that 

if an object area was larger than the area of one micropad, cells or clusters were attached to the 

corresponding micropad. 

In the following section, deep learning based methods will be explained. 

3.2.1.6 Image Annotation 

Deep learning techniques need well-annotated datasets for good performance. A deep 

learning model is trained on a labeled dataset that contains images and their corresponding pixel-

labeled ground-truth images and tested on an unseen dataset. As a result, dataset images in this 

part of the study are annotated using Adobe Photoshop software. Some examples of dataset 

images and their annotations are shown in Figure 3.8. In the images, there are five different classes 

to segment: (1) cell, (2) immunomagnetic bead, (3) micropad, (4) cluster, and (5) background, 

and so the images are annotated to these five classes. During the annotation, it must be taken into 

consideration that not all bead clusters indicate underlying cells. If a bead cluster has an 

underlying cell, it must have flowing properties; three or more beads have to bound each other, 
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and after bounding, their shape has to be circular. Besides, sometimes less than three beads can 

be bound to the micropad and make the cell invisible. This type of bounding is also annotated as 

a cluster. In Figure 3.8, examples of different cluster forms are demonstrated. 

                   
Figure 3.8 Top row: The general view of image and its annotation. a) Original bright-field 

microscopy image obtained from the microfluidic platform. b) Cropped image c) 

Annotated cropped image, green, yellow, red, blue, and white colors, respectively, 

represent cell, cluster, micropad, immunomagnetic beads, and background. Bottom row: 

Clusters can appear in 4 different forms as indicated by arrows. d) Three beads, e) more 

than three beads are sticked together and the shape is circular. f) More than three beads 

sticked together, but shape is not circular, so it is not cluster. g) Less than three beads 

bounded to micropad and occluded the cell [99]. 

3.2.1.7 Overview of the MRD Biochip Image Segmentation Workflow 

The semantic segmentation workflow of this study is shown in Figure 3.9. It can be seen 

that the original image is obtained from the MRD biochip platform, and then the image is divided 

into non-overlapping pieces to get small-sized images. The image size of this deep learning study 

is 224x224x3. Then, small images are sent to the semantic segmentation network, and as a result, 

each pixel is classified into five classes. 
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Figure 3.9 Architecture of the pixel-wise classification network. The network was trained 

to classify the pixels into one of the 5 classes: cell, cluster, bead, micropad, background [99]. 

3.2.1.8 Semantic Segmentation with U-Net Architecture 

U-Net is a deep learning network that is used for semantic segmentation. It consists of a 

contracting path and an expansive path. A general view of the U-Net architecture in this study is 

given in Figure 3.10. The original U-Net architecture doesn’t contain a batch normalization (BN) 

layer, but in this study, a BN layer is added after each convolution layer to regularize the network. 

As stated in [100], [101], adding a batch normalization layer to the U-Net architecture may 

increase performance. Architecture is commonly used for cell detection and shape measurements 

in biomedical images [93]. In addition, deep learning techniques benefit from large datasets, but 

it is proved in [102] that U-Net architecture can perform well even with small datasets. 
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Figure 3.10 U-Net architecture. It has 3x3 Conv2d + BN + ReLU layers, Max Pooling 2x2 

layers, 2x2 Transposed Conv2d layers, 2 Input Depth Concat, Softmax layer and 

Segmentation layer [99]. 

 

For semantic segmentation models, there is one issue that is called the unbalanced class 

problem [103]. In this case, the network shows poor performance on minority classes, and in this 

study, minority classes are the center of attention. Images for this study's coverage in terms of 

pixel area ratio are 72% background, 22% micropads, 5% immunomagnetic beads, 0.2% cells, 

and 0.8% clusters. This case shows that classes are unbalanced, so the network learns and 

segments cells as background and clusters as micropads or beads. To solve this problem, a 

transfer-learning-oriented method is used. The method mainly consists of training the network on 

a balanced dataset first, then using the weights of the first training to start training with those 

weights, and then training the network on an unbalanced dataset again [104]. Then, to obtain a 

balanced dataset, the same number of cell, bead, cluster, and micropad images were cropped from 

the big image. The number of cropped images for each class is given in Table 3.1. After cropping, 

images are resized by bicubic interpolation since the network needs standard and same-size 

images.  

The dataset for this part of the study contains 90 high-resolution images, 65 of which were 

used for training, 7 for validation, and 18 for testing. Those numbers roughly correspond to an 

80%/20% train-test and 90%/10% train-validation distribution. The network image size is 

immobilized at 224x224x3. That’s why high-resolution images are divided into smaller, non-

overlapping images, and 21,294 image patches are obtained for the dataset. 
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Table 3.1 Total number of cropped images for each class to create a balanced dataset 

   

 

 

Single Cell 

 

Single 

Cluster 

 

Single 

Immunomagnetic 

Bead 

 

Single 

Micropad 

 

Total small 

images 

 

Number of 

cropped images 

 

311 

 

229 

 

230 

 

221 

 

991 

 

For deep learning architectures, the initial value of hyperparameters is crucial and affects 

performance dramatically. Initial learning rate, maximum epoch, mini batch size, dropout value, 

and optimizer are critical hyperparameters. One example of the effect of hyperparameters on the 

dataset is given in Figure 3.11. It can be observed from the figure that the optimum value of 

parameters can increase accuracy by 20%. So it is important to find the optimum value for the 

network and dataset. To do that, a Bayesian optimization algorithm, which uses the information 

from the previous experiments to enable optimal choice of the next parameters [105] is applied 

to a balanced dataset. With the algorithm depth of the U-Net architecture, the initial learning rate, 

maximum epoch, mini batch size, and L2Regularization value are optimized. As a solver, the 

Adam optimizer is used, and the training dataset is reshuffled at every epoch. Besides, a learning 

rate scheduler with a drop factor of 0.1 and a drop period of 40 is used to decrease the learning 

rate while training. 

                            
Figure 3.11 (a-c): Accuracy and Loss result graphs of U-Net with different hyper-

parameters. (d): Parameter values for each training in a, b, and c graphs. The graph shows 

that with the given hyper-parameter selection, the model (c) can learn the class 

representations without any overfitting or underfitting of the data [99]. 

3.2.1.9 U-Net, DeepLabV3 and FCN Architectures with Python 

This time, codes are implemented using the Pytorch library to compare the performance 

of U-Net with other popular semantic segmentation algorithms, such as DeepLabV3 and fully 
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convolutional networks (FCN). For each network, 15,444 image patches were used for training, 

1638 image patches were used for validation, and 4212 image patches were used for testing. 

During training, the performance of networks is tested with different maximum epoch numbers 

and mini batch sizes. For DeepLabV3 and FCN networks, ResNet-50 and ResNet-101 backbones 

are implemented separately. Hyper-parameters are set to the same value for all networks to have 

a fair comparison. For all network models, different epoch numbers are tied, and the best epoch 

is chosen based on achieving minimal loss and higher cross-validation accuracy performance 

[106]. 

3.2.1.10 Quantification of Cells and Clusters 

It has been mentioned before that the critical and important part of this study is to gather 

the number of leukemia cells to calculate density. Cells generally appear in two forms. One of 

them is a clearly visible cell, and the other is a cluster that is covered by immunomagnetic beads. 

The workflow of the counting process is shown in Figure 3.12. Segmented images are used to 

count cells and clusters. The segmentation algorithm in deep learning is completed on small 

patches, so first of all, small patches that belong to one high-resolution image are merged again 

to get a big image, and counting is done on this big image. The reason to quantify cells on a large 

image is that one cell part can be seen in different patches, but this case refers to one single cell 

instead of multiple cells. In addition, another reason is that it is needed to get total number of cells 

and clusters on the high-resolution images that represent the original dataset image. After the 

merging operation, cells and clusters are obtained in binary form. After this step, to fill the holes 

and connect broken cell parts that belong to the same cell, a morphological closing operation with 

a disk-shape structuring element is applied. After that, a morphological opening operation with a 

disk-shape structuring element to delete unconnected cell parts, cluster parts, and other noises is 

applied. At the end, on a binary image, cell and cluster quantification are completed by the 

connected components method. For the evaluation of automated quantification, the results are 

compared with the expert’s evaluation results. 
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Figure 3.12 Quantification of cells and clusters workflow [99].  

3.3 Results 

The result part consists of three parts: (1) the results of the first study; (2) the results of 

the second study; and (3) the comparison results of the first and second studies. The images that 

are used in two studies are recorded at different times, such as on diagnosis or after 15 days from 

the diagnosis, and in the first study, leukemia cells, immunomagnetic beads, clusters, and 

micropads are segmented and counted. In the second study, leukemia cells, immunomagnetic 

beads, clusters, and micropads are segmented and cells are counted. In both studies, counting 

results are compared with manual counting by experts. In order to determine the proposed 
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methods in the first study, true positive (TP), false positive (FP), and false negative (FN) were 

found to calculate precision, recall, F-measure, and absolute percentage error [107], [108]. In 

order to determine the proposed methods in the second study, accuracy (ACC), intersection over 

union (IoU), and BF Score are calculated. 

3.3.1 Quantification of Micropads and Immunomagnetic Beads  

Since the micropads in the images have a regular size and shape for the same patient, they are 

detected with less error. In addition, immunomagnetic beads also have uniform shape and size, 

but when they are attached to each other or to micropads and cells, their shape and color change, 

and they need extra processing steps. For both immunomagnetic bead and micropad detection 

performance, the error rate given in equation 3.5 is calculated. 

                                                                            𝑬 =  |
𝑵̃−𝑵

𝑵
|                                                                   (3.5) 

 

Where N is the actual number of the micropads or beads, 𝑁̃ is the number of micropads or beads 

which is found by the proposed algorithms. Calculated error rate for micropad is 0.01, and for 

bead is 0.02. 

3.3.2 Quantification of Cells and Clusters Attached to the Micropads 

In this study, the size of micropads changed from 15 µm x 15 µm to 35 µm x 35 µm. This 

situation affects the accuracy of detecting cells and clusters that are attached to the micropads. 

On the one hand, if the micropad size is small, cells and beads do not overlap with the micropads, 

so they can be identified with a higher precision rate. On the other hand, if the micropad size is 

large, cells and beads cannot be seen clearly, making it difficult to detect them. Table 3.2 shows 

the performance of the proposed methods for quantification. It can be seen that all evaluation 

metrics are higher than 80%. 

Table 3.2 Average cells and cluster attached to micropads detection and counting 

performance results. 

Average TP Average FP Average 

FN 

Precision Recall F-Measure APE Detection 

Error 

9.38 2.09 1.76 0.81 0.84 0.82 2.94 0.17 

3.3.3 Quantification of Cells for Cell Culture Images 

Cell quantification performance was estimated on two different datasets. One dataset 

contains images from cell culture samples, and the other dataset contains images from real patient 
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samples. The average results of cell counting on cell culture images are given in Table 3.3. The 

cells in the cell culture images have higher uniformity and larger sizes compared to patient 

samples, so higher precision and recall rates are achieved for cell culture images. In addition, 

partially covered or isolated cell detection reaches a 90% recall rate, and fully covered cell 

detection reaches a 93% precision rate. High precision means that most of the clusters are detected 

correctly. 

Table 3.3 Cell culture experiments: Average cell counting performance results for 20X 

objectives. 

 Average 

TP 

Average 

FP 

Average 

FN 

Precision Recall F-Measure APE Detection 

Error 

20X 

objective 

134.5 1.3 2.3 0.99 0.98 0.98 -0.73 0.01 

 

 

        

3.3.4 Cell Detection and Quantification for Patient Dataset 

Cell and cluster detection results for different patient images are demonstrated in Figure 

3.13. From the images, it can be concluded that micropad sizes, clarity of the image depending 

on the micropad size, illumination effect, color, and immunomagnetic bead intensity may change. 

 
Figure 3.13 Cell detection and quantification result examples. Images belong to different 

patient along with different day. Blue color shows detected cells while yellow color shows 

detected clusters. Given images are some parts of the whole images. A, B, C, and D are 

original RGB images, E, F, G, and H are final result images. Scale bars = 20 µm [97]. 

 

If the micropad size is small and the cells are clearer, the proposed algorithm can reach a 

95% precision rate, which means it can detect most of the cells with fewer missed detections. 
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Also, if the micropad size is large and the bead intensity is low, the proposed algorithm can reach 

a 90% precision rate. Conversely, large micropad sizes cover cells and beads, making identifying 

cells and clusters in those images more difficult. Different experts recorded the images in the 

dataset, and each of them individually adjusted the microscope's light settings. This case results 

in variations in brightness and color. Even if images are different from each other, cells are 

detected with an average of 85% precision and an 86% recall value. 

In this study, 12 samples, which were obtained from 4 patients, were processed. For each 

patient's diagnosis time, 15th-day and 90th-day images are collected. Besides, different-sized 

micropads are used to investigate the effect of size. As a result, it is concluded that the size of the 

micropad affected the results of the proposed algorithms. For example, a larger micropad size 

resulted in lower precision. In total, there are 75 images, which have a 4076 x 3116-pixel size 

that represents a 540 µm x 720 µm area of the chip surface. No cell exists; chip surfaces are 

excluded from the dataset. To see the efficiency of the proposed methods, manual counting by 

the expert is achieved, and results are shown in Figure 3.14. As an expected result of the applied 

chemotherapy, the number of blast cells should decrease on the 15th day compared to the instant 

of diagnosis. On the following days after the 15th day, the number of healthy cells with CD45 

antigen on the cell surface increased, and the obtained trends are mostly in good agreement with 

the literature reporting the changes in cell numbers during the treatment [109]. Figure 3.14 shows 

that the trend of manual counting and automated counting is highly similar. 

In addition, to investigate the statistical relationship between manual and automated 

counting, non-parametric The Mann-Whitney U test is used since there are two groups with 

independent samples, there are a limited number of samples, and the data distribution is not 

normal [110]. The Mann-Whitney U test is used to know if two groups are different on a variable 

of interest. To test two hypotheses, two are set; H0: Statistically, there are no differences between 

manual and automated counting, H1: Statistically, there are differences between manual and 

automated counting. Two hypotheses estimate whether the rank sum of two groups differs 

significantly or not. Tests are completed for all four patients separately, and patient1 has a 0.87 

Asymp. Sig. value, patient2 has a 0.51 Asymp. Sig. value, patient3 has a 0.12 Asymp. Sig. value, 

and patient4 has a 0.56 Asymp. Sig. value. This means that four values are higher than 0.05, the 

hypothesis H0 is retained, and there are no differences between manual and automated counting. 
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Figure 3.14 Results of proposed algorithm on different patients. Each graph shows 

comparison of manual counting and automated counting for different patient [97]. 

 

The smallest Asymp. Sig value was calculated for patient 3, and in Figure 3.14, even 

though the trends were similar, the average number of cells obtained from the manual counting 

and automated counting deviated more compared to the results for the other patient samples. The 

main reasons for this deviation were 1) using larger micropads (35 μm x 35 μm) for this patient, 

and 2) the intensity of the micropads was higher compared to other images. When micropads 

overlapped and blocked the visibility of the cells, the proposed algorithm could not detect every 

cell in the image. For patient 1, small micropads (15 μm x 15 μm) were used, and cells were not 

blocked by the micropads in the image. As a result, automated cell counting yielded similar 

numbers to manual counting. 

3.3.5 Segmentation Result of U-Net Architecture 

Performance measurement of the architecture on this study dataset is achieved by 

calculating accuracy, IoU [111], and BF-Score [112] values. Accuracy represents the percentage 

of correctly classified pixels and is calculated as follows; 

                                                          𝑨𝑪𝑪 =  
𝑻𝑷+𝑻𝑵

𝑻𝑷+𝑻𝑵+𝑭𝑷+𝑭𝑵
                                                                   (3.6)                                                     

 

Where TP, TN, FP, FN represents true positive, true negative, false positive and false negative, 
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respectively. 

The IoU metric is commonly used as a performance estimator for segmentation algorithms 

in deep learning, and it refers to the ratio between overlap and union of ground-truth labels and 

prediction labels. It is calculated as follows; 

                                             𝑰𝒐𝑼 =  
𝒈𝒓𝒐𝒖𝒏𝒅 𝒕𝒓𝒖𝒕𝒉 𝒍𝒂𝒃𝒆𝒍𝒔 ∩𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 𝒍𝒂𝒃𝒆𝒍𝒔

𝒈𝒓𝒐𝒖𝒏𝒅 𝒕𝒓𝒖𝒕𝒉 𝒍𝒂𝒃𝒆𝒍𝒔 ∪𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 𝒍𝒂𝒃𝒆𝒍𝒔
                                               (3.7)                                   

  

BF-Score indicates how well boundary of prediction of each class aligns with the true boundary. 

Equation of BF-score is given as follow; 

                                                    𝑩𝑭 𝑺𝒄𝒐𝒓𝒆 =  
𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏∗𝑹𝒆𝒄𝒂𝒍𝒍∗𝟐

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏+𝑹𝒆𝒄𝒂𝒍𝒍
                                                                (3.8) 

 

The best performance of U-Net architecture is obtained with Adam optimizer, learning 

rate 0.00041314, maximum epoch 16, and mini batch size 8. The result matrices for each class 

are given in Table 3.4. Image annotation is completed on a high-resolution image, and then the 

image is divided into non-overlapping patches to train and test. That’s why the part in which 

beads are attached to each other and form a circular shape cannot seem as circular in patches. 

Thus, in patches, those parts are missed and segmented as beads, and the result of IoU for cluster 

in Table 3.4 is lower since IoU value is calculated by division of overlap area between ground 

truth and prediction image. The average value of matrices for all classes on test data is shown in 

Table 3.5. Results show that each matrix reaches the values of more than 80%. 

Table 3.4 U-Net class metrics for each class. 

Class Name Accuracy IoU MeanBFScore 

Cell 0.856 0.717 0.713 

Cluster 0.902 0.637 0.639 

Bead 0.917 0.893 0.941 

Micropad 0.985 0.981 0.983 

Background 0.997 0.991 0.991 

 

Table 3.5 U-Net segmentation average metrics for 5 classes. 

Global Accuracy Mean Accuracy Mean IoU Weighted IoU Mean BF Score 

0.99 0.93 0.84 0.98 0.95 

 

The original U-Net architecture doesn’t have a batch normalization (BN) layer, but in this 
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study, a BN layer is added after each convolutional layer as a regulator. The effect on average 

metrics of adding the BN layer to the dataset is given in Table 3.6. In addition, adding BN layer 

effects to class matrices is given in Table 3.7. Those results were obtained with a small number 

of datasets. Both table results show that adding the BN layer increased the overall performance 

of the U-Net network by increasing the performance of all evaluation matrices. 

 

Table 3.6 U-Net segmentation average metrics with BN, and without BN layer. 

 Global Accuracy Mean Accuracy Mean IoU Weighted IoU Mean-BF Score 

U-Net 97.0% 83% 73% 94% 85% 

U-Net+BN 97.5% 87% 78% 95% 87% 
 

Table 3.7 U-Net segmentation class metrics with BN, and without BN layer. 

Class Name Accuracy Accuracy(

U-Net+BN) 

IoU IoU(U-

Net+BN) 

MeanBF 

Score 

MeanBFScore(U-

Net+BN) 

Cell 0.746 0.799 0.533 0.593 0.536 0.497 

Cluster 0.575 0.656 0.524 0.632 0.262 0.396 

Bead 0.909 0.941 0.701 0.760 0.775 0.820 

Micropad 0.978 0.983 0.943 0.948 0.902 0.921 

Background 0.986 0.979 0.979 0.979 0.948 0.951 

 

Moreover, test results are rechecked with the Pytorch implementation of the U-Net 

architecture. As performance matrices on the dataset, accuracy, precision, recall, f1-score, and 

mean IoU values (the same as BF score) are calculated. Results are given in Table 3.8. The mean 

IoU for all classes is 86.1%. The given results are achieved with an initial learning rate of 

0.00014314, a maximum epoch of 50, a mini batch size of 16, and a U-Net depth of 5. Accuracy 

for cell, bead, and micropad segmentation is increased since a larger mini batch size and 

maximum epoch number are able to train the architectures. 
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Table 3.8 Evaluation matrices result of U-Net + BN architecture with Pytorch 

 cell cluster bead micropad background 

Accuracy 89% 78% 96% 97% 99% 

Precision 84% 86% 93% 99% 99% 

Recall 89% 78% 96% 98% 100% 

F1-score 86% 82% 95% 98% 99% 

3.3.6 Segmentation Results of DeepLabV3 and FCN Architectures 

The proposed U-Net architecture is compared with other semantic segmentation 

algorithms, such as DeepLabV3 and FCN. To compare the results, the same evaluation matrices 

are calculated, and the results are given in Tables 3.9, 3.10, 3.11, and 3.12. Results reveal that 

different architectures give different performances on this study dataset. However, to see the 

overall performance of each architecture on this study dataset, the mean accuracy, mean IoU, 

mean precision, mean recall, and mean F1-score are calculated and given in Table 3.13. 

Table 3.9 Evaluation matrices result of DeepLabV3-Resnet50 architecture. 

 cell cluster bead micropad background 

Accuracy 90% 78% 96% 95% 99% 

Precision 82% 87% 93% 99% 99% 

Recall 91% 78% 96% 95% 100% 

F1-score 86% 82% 94% 97% 99% 

 

Table 3.10 Evaluation matrices result of DeepLabV3-Resnet101 architecture. 

 cell cluster bead micropad background 

Accuracy 90% 79% 96% 95% 99% 

Precision 83% 87% 92% 99% 99% 

Recall 91% 79% 96% 96% 99% 

F1-score 87% 83% 94% 98% 99% 
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Table 3.11 Evaluation matrices result of FCN-Resnet50 architecture. 

 cell cluster bead micropad background 

Accuracy 91% 79% 96% 95% 99% 

Precision 82% 87% 93% 99% 99% 

Recall 91% 79% 96% 95% 100% 

F1-score 87% 83% 95% 97% 99% 

 

Table 3.12 Evaluation matrices result of FCN-Resnet101 architecture. 

 cell cluster bead micropad background 

Accuracy 90% 80% 95% 95% 99% 

Precision 83% 85% 93% 99% 99% 

Recall 90% 80% 96% 96% 100% 

F1-score 86% 83% 94% 98% 99% 

 

Table 3.13 Overall performance comparison between 5 different semantic segmentation 

architectures. 

 U-Net +BN DeepLabV3-

Resnet50 

DeepLabV3-

Resnet101 

FCN-

Resnet50 

FCN-Resnet101 

Accuracy 98.7% 98.2% 98.3% 98.2% 98.3% 

IoU 86.1% 85.6% 86% 85.8% 85.8% 

Precision 92.2% 92% 92% 92% 91.8% 

Recall 92.2% 92% 91.6% 92.2% 92.4% 

F1-Score 92.2% 92% 91.7% 92.1% 92% 

 

From Table 3.13, it can be concluded that the proposed U-Net, DeepLabV3, and FCN 

semantic segmentation algorithms have similar performance on this study dataset when overall 

performance matrices are compared. But even though the difference is small, the proposed U-Net 

gives the best results on matrices. Besides, deeper networks such as DeepLabV3-ResNet101 and 

FCN-ResNet101 show better performance on accuracy, IoU, and recall values compared to 

ResNet50 networks. 

3.3.7 Automated Quantification After Segmentation 

In the first study of this chapter, automated quantification results for each object are given. 

In the second study of this chapter, segmented cells and clusters are counted by morphological 
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operations, and manual counting is used for comparison. In both studies, cell and cluster counting 

are critical, and other objects are counted with less error (0.02 in the first study), so in this part 

only cell and cluster counting are completed. The quantification results of test images are shown 

in Table 3.14. It can be seen that recall reaches 97% success. This indicates that there are a low 

number of false positives. 

Table 3.14 Overall performance of quantification of cells and clusters on test images. 

Average 

TP 

Average 

FP 

Average 

FN 

Precision Recall F-Measure Detection Error 

46.5 3.6 1.2 0.89 0.97 0.93 0.06 

 

As a last part, to see the improvement in the second study compared to the first study, the 

quantification results of cells and clusters on test images from the first study and the second study 

are compared, and the results are shown in Table 3.15. Results show that, with the second study, 

all evaluation matrices have improved. In addition, in the second study, the Mann-Whitney U-

test is also used to show statistical relations between manual and automated counting. This time 

test is completed on all patients' datasets, and a 0.64 Asymp. Sig. value, which is larger than 0.05, 

is obtained. This means that the hypothesis H0 and it is concluded that there are no statistical 

differences between manual counting by experts and automated counting. 

Table 3.15 Comparison of quantification results between our previous study and proposed 

study on test images. Improvement rate is calculated as (Proposed method’s result – the 

previous method’s result) / |ideal result - previous result| * 100. 

    Precision Recall Detection error F-Measure Max-Precision 

First study 81% 84% 16% 79% 95% 

Second study  89% 97% 6% 93% 99% 

Improvement Rate 9.8% 15.4% 62.5% 17.7% 4.2% 

3.4 Discussion and Conclusion 

Cells are stained for separation and visualization purposes [113]. In addition, 

immunomagnetic beads are stained and used to detect breast cancer-associated cytokeratin cells 

[65]. In this study, the biochip design has immunomagnetic beads. Beads are used for inherent 

cell separation and as a visual marker for cell detection. Stained cell detection from microscopy 

images is reported with more than 90% accuracy and precision values [68]–[70], but cell staining 

makes the system easy to detect. In this study, the images have cells, immunomagnetic beads, 

and square micropads, which makes cell detection more challenging. In the first part of this 
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chapter study, image processing-based methods are developed to detect five object classes in the 

image. The developed system is simple, fast, and effective on the dataset. Algorithms are tested 

on two types of datasets: cell cultures and patient samples. Since cells are clearer on cell culture 

images, proposed methods give a higher precision rate on those images. In addition, for some 

patient samples, the micropad size is large, which makes it difficult to detect cells. The average 

run time for simple image processing algorithms is 90 seconds. The developed system 

incorporated color, size, and shape-based methods to identify objects. A smaller micropad size 

gives better detection accuracy. 

The image objective of this chapter is 20X. Without cell staining, color-size and shape-

based methods achieved 85% precision, 86% recall, and an F-measure for the patient dataset. The 

results show that, even if micropad size and bead intensity change, the proposed system can still 

find cells. 98% precision and recall are obtained with clearer cell culture images. After detection, 

objects are counted. The output of the proposed method of counting is compared with that of 

manual counting. In addition, for patient samples, a statistical test is used to compare the output 

of the algorithm with the output of the medical expert’s evaluation, and the test revealed that the 

manual and automated counting are statistically in agreement.  

Segmentation of cells from microscopy images is reported with 96.1% average accuracy 

and 92.1 average IoU [114]. However, cells are stained, and there is no unbalanced dataset 

problem. In the second part of this chapter study, deep learning-based methods are developed to 

detect five object classes in the image. Proposed methods achieved 98.7% average accuracy, 

86.1% average IoU, and 92% average BFScore. During the first part of this study, different 

methods for each object are implemented, parameters are optimized, and for low-quality images, 

pre-processing steps are implemented. Those things make the system less fully automated. That’s 

why, on the patient dataset, deep learning-based methods are applied to increase accuracy and 

make the system fully automated and robust. The developed system uses a hyper-parameter 

optimized convolutional neural network architecture (U-Net + BN) to segment objects. U-Net 

performance is compared with other semantic segmentation models. As a result, all architectures 

show similar results, but U-Net shows the best performance. The unbalanced dataset problem 

dramatically affects the performance of the network, and in this study, the problem is solved by 

training the network on a balanced dataset first and then using pre-trained weights while training 

the unbalanced dataset. Besides, data augmentation techniques were tried in the study to increase 

the performance of the network, but they didn’t increase the performance, so they were not used 

in the final test results. The system doesn’t require further processing after parameter 

optimization. Segmentation accuracy for each class is more than 85%, and IoU for each class is 

more than 65%. After segmentation, cells are quantified. Results show that the first part of the 
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study improved with the second part of the study. Improvements are given in Table 3.15. Also, 

in this part, statistical analysis is completed, and results reveal that deep learning-based cell 

segmentation and counting can be used as a readout method for the MRD biochip. 
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Chapter 4 

Improving Multi-Class Senescent Cell 

Segmentation Using Self-Supervised 

Learning on Bright-Field Microscopy 

Images 

 

4.1 Introduction 

Mesenchymal stem cells (MSCs) are adult stem cells, and they play important roles in 

self-renewal and multidifferentiation. They have extensive available sources such as cord blood, 

amniotic fluid, bone marrow, and adipose tissue. Since they are extensively available, they are 

used for therapeutic purposes and research [114]. In Figure 4.1, the sources of MSCs and their 

usage are shown. It can be seen that those cells are common in clinical studies. They are used in 

regenerative medicine, immunological diseases, and cancer treatment [115]. MSCs exert their 

therapeutic effects largely through their differentiation capacity into multiple cell lineages and 

paracrine actions. However, they lose their therapeutic effect due to aging and cellular 

senescence. Cellular senescence is a case where the cell cycle arrests irreversibly. Also, the 

secretion profile of MSCs is changed by senescence. Senescence-associated secretory phenotype 

(SASP) is a multicomponent phenotype released in large amounts by senescent MSCs that 

comprises pro-inflammatory chemicals, immune modulators, and growth factors [116]–[118]. 

SASP can be a driver of metabolic disease, as shown in Figure 4.2. That’s why an understanding 

of the MSC aging process is needed to be able to use it in clinical applications. It is crucial to 

detect and quantify senescent MSC in the population. 
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Figure 4.1 MSCs sources and their usage in clinical studies [114]. 

 

                                         
Figure 4.2 Relationships between metabolism and cellular senescence [116]. 

 

One way to detect cellular senescence is the beta-galactosidase assay (b-Gal), but it has 

disadvantages like cell confluency, serum depletion, and operator bias. Operator bias can cause 

false positives, and when some senescent cells don’t show b-Gal activity, this causes false 

negatives [119]. Moreover, to be able to use MSC in clinical applications, Good Manufacturing 
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Practices (GMP) must be followed during manufacture. GMP requires a well-organized 

organization of qualified staff, specialized and controlled equipment, and multiple quality 

controls [120]. The protocol of b-Gal to identify senescent cells is not easily adaptable to the 

GMP pipeline and is time consuming. In addition, senescent cell morphology can be different, so 

image processing-based detection and counting of senescent cells can be easy. In [49], [97], 

conventional image processing techniques are applied to analyze leukemia cells, and in another 

study [47], [48], machine learning-based techniques are proposed for cell analysis. The majority 

of these machine learning techniques require labeled data. Deep learning techniques are also 

successful for identification and quantification. One example is that label-free senescent cell 

analysis for endothelial cells is achieved by convolutional neural networks [121]. Moreover, 

because MSCs have unique cell shapes and morphologies, there is no available image-based 

analysis method for their detection and quantification. 

Deep learning techniques are broadly applied to various fields with high performance 

[122], and they are applied to biomedical images for segmentation, classification, and object 

detection purposes. X-ray images, pathology images, radiology images, and cancer images are 

analyzed by deep learning techniques [94]. Also, deep learning techniques are implemented for 

cellular image analysis [26]. Cells are segmented using convolutional neural networks [123]–

[125]. In another study, two fully convolutional regression networks are implemented on 

fluorescent microscopy cell images to detect and count cells, and the results of both networks 

were compared [126]. ImageJ is an open-access software tool modified by adding U-Net 

architecture for segmentation purposes for non-machine-learning experts. The software lets the 

user analyze their data either on a local computer or on cloud services [93]. Cellular senescence 

in cell culture is predicted by a nuclear morphology-based neural network [127]. In [128], Mask 

R-CNN is applied to segment cell nuclei images that are acquired from microscopy by initializing 

weights from a pre-trained Mask R-CNN model on the MSCOCO [129] dataset with a 70.54% 

IoU value. In addition, a pre-trained Mask R-CNN model is used to segment microscopy cell 

nuclei images, which are stained with hematoxylin and eosin with a 45.02% IoU value [130]. In 

another study, overlapping cells were segmented by Mask R-CNN based methods [131]. 

Deep learning techniques require a large amount of well-labeled data. However, labeling 

data is time-consuming and requires an expert in that field. To overcome the small number of 

labeled dataset problems in deep learning, transfer learning techniques are applied. Instead of 

training the network from beginning to end to obtain weights, transfer learning initializes the 

weights of the network using pre-trained network weights. There are some models that have pre-

trained weights like Mask R-CNN, AlexNet, VGG-16, etc., but those weights are obtained by 

training the models on natural images, which are different than medical images. In addition, it is 
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proven that transfer learning from in-domain data improves network performance compared to 

transfer learning from out-domain data [132], [133]. That’s why, in this study, a network that is 

pre-trained by in-domain data with a smaller number of labeled data is implemented and results 

are obtained. To alleviate the large number of labeled data requirements, a self-supervised 

learning methodology was developed for the network[134]. 

During this study, it is needed to segment and count the number of senescent cells, so the 

Mask R-CNN instance segmentation method is implemented in a self-supervised learning (SSL) 

manner. SSL on the in-domain dataset increased the mean average precision metric of Mask R-

CNN. This study proves that, even if a small number of unlabeled datasets are available, in-

domain dataset SSL pre-training exceeds the performance of fine-tuning downstream labeled 

dataset training tasks. 

4.2 Experimental Section 

4.2.1 Materials and Methods 

For this study, 342 cell culture images were used. Images are captured by a color camera 

with a 10X objective. The size of the images is 2592 x 1944 pixels. In one image, both young and 

senescent cells can exist in more than one. 

Adipose tissue-derived mesenchymal stem cells (MSCs) were obtained from the 

American Type Culture Collection (ATCC PCS-500-011). MSCs were grown in DMEM supplied 

with 10% FBS (Fetal Bovine Serum), 100 U/mL penicillin-streptomycin, 4 mM L-glutamine, and 

5 ng/mL bFGF at 37oC in 5% CO2 environment. 

Senescence of the mesenchymal stem cells was induced by the addition of 300 μM H2O2 

in PBS for 30 minutes. Then, cells were washed 3 times with PBS and left in a complete growth 

medium. 

Visualization of the senescent and young stem cells achieved after fixation of the cells. 

MSCs cells were washed with PBS three times. Then, cells were incubated in a 10 mL fixative 

solution (0.2% glutaraldehyde in PBS) for 15 minutes. Cells were washed with PBS to clean up 

the remaining glutaraldehyde. Fixed cells stored with the addition of 50% glycerol. 

4.2.1.1 Instance Segmentation with Mask R-CNN 

In this section, the implementation of segmenting medical images with the convolutional 

instance segmentation algorithm is explained. The original method's performance is improved by 

the SSL method, which is explained in the next section. 
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As architecture, Mask R-CNN is used. Mask R-CNN is an instance segmentation 

algorithm, and it is implemented on top of Faster R-CNN. The network mainly classifies each 

pixel into a fixed set of categories and at the same time, precisely segments each instance. In this 

study, the categories are senescent cell, young cell, and background. A schematic view of the 

architecture of this study dataset is shown in Figure 4.3. 

 
Figure 4.3 General view of Mask R-CNN architecture used on our dataset. Left to right; 

input image, architecture of network and output image. It takes an input image and returns 

output image with mask of each instance and their bounding boxes. 

  

Architecture has two stages. While the first stage has a backbone network (ResNet-101, 

VGG, Inception...) to extract features and a region proposal network, the second stage returns 

confidence, bounding boxes, and binary masks, which are obtained via regions of interest in the 

image. The input image is pushed to architecture, and candidate objects with bounding boxes are 

formed. Then, a fully connected network classifies the proposed regions. The proposed region 

might be of arbitrary size, but the fully connected classifier layer requires a fixed-size image. To 

have the same size, networks use RoIAlign methods. The output of the RoIAlign layer goes to 

the mask head layer, and the layer generates a mask for each RoI with the predicted classes [135].  

 To be able to estimate cellular senescence, the number of senescent and young cells in 

one image is needed. To segment and then get the numbers of objects, in bright-field microscopy 

images, the Mask R-CNN instance segmentation method is used. As a backbone network, 

ResNet-101 with feature pyramid network (FPN) is implemented. Inc., released under an MIT 

License implementation [136], which is based on Keras [137] and Tensorflow [138] libraries, is 

used. In the first phase of the study, instead of training the network end-to-end from the start, a 

transfer learning technique that initializes the model weights with pre-trained model weights is 

applied. Training after weight initialization has two approaches: (1) training the network head 

layers, and (2) training all layers of the network. Data augmentation is applied to increase the 
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dataset during training. The techniques used for data augmentation are vertical and horizontal 

flipping, rotation, scaling, and adding blur. 

4.2.1.2 Instance Segmentation with Mask R-CNN and SSL 

Training deep learning models requires a vast amount of high-quality labeled data, and 

data labeling is a challenging task due to time and cost. Therefore, transfer learning is a simple 

and effective way to overcome the small number of labeled data problems while training for both 

natural and medical images. In addition, transfer learning from the same domain data improves 

performance further. However, medical image labeling is more challenging because of the 

structure of the objects in the images. 

On natural images, it is proven that self-supervised contrastive pre-training has shown 

improvements in the performance of deep learning models [139], [140]. Despite the success of 

SSL on natural images, the application of SSL on medical images is limited and needs to be 

explored. The self-supervised learning technique allows pre-training with unlabeled domain-

specific images to learn more pertinent features for that domain [141]. In this study, SSL is 

applied to train the ResNet-101 backbone network of Mask R-CNN with a domain-specific 

dataset. A general view of the SSL-based instance segmentation workflow of this study is shown 

in Figure 4.4. The pre-training technique in this study consists of two approaches: (1) training the 

network end-to-end from the start; (2) initializing the weights from ImageNet [142], then training 

the network. 

 
Figure 4.4 The proposed self-supervised instance segmentation on microscopic images 

workflow. It comprises of three steps. First, applying Mask R-CNN on unlabeled high-

resolution images to get single object patches. Second, unsupervised learning to learn 

general representations of our microscopy image patches. Third, fine-tuning and training 

on labeled dataset, and then instance segmentation by using Mask R-CNN architectures. 
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 After SSL pre-training, backbone network weights are used as initialization weights for 

downstream supervised training tasks on labeled data. Later, the results of both supervised pre-

training on natural images and fine-tuning on labeled medical datasets and self-supervised pre-

training on in-domain medical images and fine-tuning on labeled medical datasets are compared. 

 There are some SSL methods that are applied to medical images, such as SimCLR [134], 

MoCo [140], and context restoration [143]. In this study, SimCLR, which is a state-of-the-art 

method, is implemented. The method takes an image and applies basic augmentations (random 

cropping, random color distortions, and Gaussian blur) to form two transformed images. Then 

the method learns general representations by maximizing agreements between the same image 

transformations and minimizing agreements between different image transformations. As an 

augmentation random flip, color distortion with strength 1 is implemented in this study.   

 The number of images and their sizes that are used for SSL and downstream tasks are 

given in Table 4.1. First of all, 14 high-resolution images are labeled by three medical experts. 

Then, the labeled images are trained with Mask R-CNN by using the transfer learning approach. 

After that, unlabeled 242 high-resolution images are used as test images to extract unlabeled 

single cell patches since Mask R-CNN returns the mask of each instance's bounding boxes. A 

total of 8719 patches are obtained and used for SSL pre-training. Extracted unlabeled image sizes 

are different from each other, but a deep learning model needs a fixed dataset size, so each of the 

8719 images is resized to 224x224x3. Finally, to show the performance of downstream labeled 

training after SSL, in addition to 14 labeled images, 86 images are labeled, and in total, 100 high-

resolution labeled images are formed for downstream tasks. 

Table 4.1 Number and properties of images used for self-supervised learning and fine-

tuning. 

 Total Number of 

Images 

Image Sizes Number of Objects Labeled 

Self-supervised Learning 

Raw Images 

242 2592x1944 Multiple No 

Self-supervised Learning 

Patches 

8719 224x224 1 No 

Fine Tuning 100 2592x1944 Multiple Yes 

 

4.2.1.3 Implementation Details of Mask R-CNN with Transfer Learning from 

MSCOCO Dataset 
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In this part, the transfer learning approach is achieved by initializing the weights of Mask 

R-CNN from a pre-trained model, which is obtained after training with the MSCOCO dataset. 

Transfer learning is used to segment microscopic cell images. Labeled 100 high-resolution 

images are randomly divided into 50 training, 20 validations, and 30 test datasets. The training 

dataset is both trained with and without augmentation. The effect of data augmentation on this 

study dataset is demonstrated in Figure 4.5. It can be seen from the figure that data augmentation 

dramatically affects the model's performance by decreasing validation loss. 

 While training, the initial parameters are set as follows: minimum confidence 0.9, steps 

per epoch 100, images per GPU 1, weight decay 0.0001, and learning rate 0.001. The maximum 

number of epochs was set to 100, and an early stopping technique was used [106]. 

                             
Figure 4.5 Effect of data augmentation on our dataset. Blue color indicates validation loss 

with augmentation, and red color indicates validation loss without augmentation. 

  

After the training phase, the model is tested on labeled test images. The model returns an 

image with segmented object masks, object labels with probability values, and bounding box 

coordinates for each object. The resultant images are shown in Figure 4.6.  
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Figure 4.6 Test image samples and their Mask R-CNN without SSL segmentation results. 

Row (A) shows test images, and row (B) shows results of instance segmentation with 

masks, object labels, probability values, and bounding boxes. 

4.2.1.4 Implementation Details of Mask R-CNN with Self-Supervised 

Learning and Fine-Tuning 

In this part, implementation details of SSL pre-training on unlabeled images and fine-

tuning on labeled images for downstream tasks are discussed. While pre-training the ResNet-101 

network, followed by a non-linear projection head, is implemented, the pre-training phase is 

completed with two scenarios: (1) use unlabeled cell images for pre-training without initial 

weights; and (2) use unlabeled cell images for pre-training with ImageNet weights as initial 

weights. SSL pre-training is implemented with learning rate in {0.3, 0.1, 0.001, 0.0001}, batch 

size in {2, 4, 8, 16, 32, 64, 256}, and epoch in {50, 100, 150, 200, 250}. The result of self-

supervised training gives the normalized temperature-scaled cross entropy loss (NT-Xent) [134], 

which computes the loss for positive pairs of two augmented images and contrasts with the 

distance to the negative pair. Formally expressed as: 

 

                                         𝒍𝒊,𝒋 = −𝒍𝒐𝒈
𝐞𝐱𝐩 (𝒔𝒊𝒎(𝒛𝒊,𝒛𝒋)/𝛕)

∑ 𝟏[𝒌≠𝒊]𝐞𝐱𝐩 (𝒔𝒊𝒎((𝒛𝒊,𝒛𝒋)/𝛕))𝟐𝑵
𝒌=𝟏

                                              (4.1) 

 

where sim is cosine similarity and τ is temperature parameter.  

  

LARS optimizer [144] with larger batch sizes is used to stabilize training. The best pre-

training model is selected based on downstream task performance, which is trained on a labeled 

dataset with fine-tuning from SSL pre-training. After SSL on unlabeled data, ResNet-101 as the 
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backbone network without the non-linear projection head is used for the Mask R-CNN 

architecture in order to train and test labeled datasets. Images are randomly divided into training, 

validation, and testing with numbers 50, 20, and 30, respectively. While training, initial 

parameters are set as follows: minimum confidence 0.9, steps per epoch 100, images per GPU 1, 

weight decay 0.0001, and learning rate 0.001. The maximum number of epochs was set to 800, 

and the early stopping technique was used. 

4.3 Results 

To evaluate Mask R-CNN instance segmentation algorithm performance, mean average 

precision (mAP) and mean average recall (mAR) values are calculated. Precision is the value of 

correctly predicted bounding boxes out of all bounding boxes found in the image based on an 

intersection over union (IoU) threshold, which is 0.5 for our case. While the mean of average 

precision across all images in the dataset is called mAP, the mean of average recall across all 

images in the dataset is called mAR. mAP is calculated as follows: 

 

                                                           𝒎𝑨𝑷 =
𝟏

𝒄𝒍𝒂𝒔𝒔𝒆𝒔
 ∑

𝑻𝑷𝒄

𝑻𝑷𝒄+𝑭𝑷𝒄
𝒄 ∈ 𝒄𝒍𝒂𝒔𝒔𝒆𝒔                                              (4.2)     

                                           

                                                           𝒎𝑨𝑹 =
𝟏

𝒄𝒍𝒂𝒔𝒔𝒆𝒔
 ∑

𝑻𝑷𝒄

𝑻𝑷𝒄+𝑭𝑵𝒄
𝒄 ∈ 𝒄𝒍𝒂𝒔𝒔𝒆𝒔                                              (4.3)                                               

 

where TP represents true positives, FP represent false positives, FN represents false negatives 

and classes represents senescent cells or young cells in this problem. 

To measure quantification result of Mask R-CNN precision (PR), recall (RE) and dice 

similarity coefficient (DSC) metric scores were calculated, and they are described as follows;  

                                                                 𝑷𝑹 =
𝑻𝑷

𝑻𝑷+𝑭𝑷
                                                                           (4.4)         

                           

                                                                𝑹𝑬 =
𝑻𝑷

𝑻𝑷+𝑭𝑵
                                                                            (4.5)     

                                

                                                               𝑫𝑺𝑪 =
𝟐𝑻𝑷

𝟐𝑻𝑷+𝑭𝑷+𝑭𝑵
                                                                   (4.6)                               

 

In Eqs. (4.4)– (4.6), TP (true positive) represents the correctly quantified young or 

senescent cells, FP (false positive) represents the invalidly quantified young or senescent cells, 

and FN (false negative) represents the missed quantified young or senescent cells. The overall 

result of transfer learning from the MSCOCO dataset and transfer learning from an in-domain 

dataset by SSL is shown in Table 4.2. 
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Table 4.2 Evaluation results of Mask R-CNN on our microscopy test images with fine-

tuning from MSCOCO dataset and self-supervised learning. 

Backbone Batch 

Size of 

SSL 

SSL from 

ImageNet 

weights 

SSL end-to-

end training 

from start 

𝒎𝑨𝑷𝟎.𝟓 𝒎𝑨𝑹𝟎.𝟓 𝒎𝑨𝑷𝟎.𝟓−𝟎.𝟗𝟓 𝒎𝑨𝑹𝟎.𝟓−𝟎.𝟗𝟓 

ResNet-101 

+ FPN 

   0.653 0.785 0.351 0.694 

ResNet-101 

+ FPN 

16 ✓  0.683 0.790 0.341 0.697 

ResNet-101 

+ FPN 

32 ✓  0.670 0.784 0.344 0.69 

ResNet-101 

+ FPN 

64 ✓  0.670 0.792 0.331 0.648 

ResNet-101 

+ FPN 

256 ✓  0.694 0.821 0.354 0.707 

ResNet-101 

+ FPN 

256  ✓ 0.736 0.819 0.393 0.735 

 

Mean average precision and mean average recall values are calculated with IoU thresholds 

of 0.5 and 0.0-0.95. It can be concluded that SSL improves the performance of the segmentation 

algorithm. The best result for downstream tasks is achieved by SSL with 256 batch sizes. It means 

that SSL exploits larger batch sizes since larger batch sizes mean a more diverse augmented 

version of an image, so the network can learn more domain-specific features. The results of 

different batch sizes and different approaches in SSL during downstream tasks are given in Figure 

4.7. It can be seen that the minimum loss in SSL is achieved by 256 batch sizes and training end-

to-end from the start. In addition, even smaller batch size pre-training on unlabeled in-domain 

datasets gives better performance during fine-tuning compared to fine-tuning from MSCOCO 

dataset weights. 
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Figure 4.7 Training loss results on labeled dataset. SSL batch 16 indicates ImageNet 

initialized self-supervised learning with batch size 16 while pre-training, SSL batch 256 

indicates ImageNet initialized self-supervised learning with batch size 256 while pre-

training, SSL batch 256 end-to-end indicates self-supervised learning without any weights 

initialization in the proposed method. SSL improves instance segmentation performance. 

 

Besides, from Table 4.2, it can be concluded that self-supervised training end-to-end from 

the start yields a higher mAP metric for IoU 0.5 and IoU for range 0.5-0.95 than initializing self-

supervised training weights from ImageNet. SSL end-to-end from start increased the mAP of 

Mask R-CNN by %8.3 when IoU is 0.5 and %4.2 when IoU is in the range 0.5-0.95. In addition, 

SSL end-to-end from start increased the mAR of Mask R-CNN by %3.4 when IoU is 0.5 and 

%4.1 when IoU is in the range 0.5-0.95. To sum up, it can be seen from Table 4.2 that both SSL 

approaches increased the evaluation metrics of the original Mask R-CNN. 

Self-supervised learning can learn finer details. In the images, there are young cells, 

senescent cells, and cells that just start aging, which are also taken as senescent cells. While 

original Mask R-CNN learning just started aging cells as young cells, self-supervised learning 

can learn those cells as senescent and so segment them correctly. Moreover, Mask R-CNN with 

self-supervised learning can detect more young cells correctly compared with the original Mask 

R-CNN. In addition, self-supervised learning can find cell boundaries better when there are 

overlapping cells. Some samples of instance segmentation using the proposed methods are shown 

in Figure 4.8. It can be seen that Mask R-CNN is improved by SSL by finding cell classes more 

accurately and by a low rate of missed detections. 
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Figure 4.8 Test image result with self-supervised learning and without self-supervised 

learning. 
 

 In this study, it is also important to find the number of young and senescent cells to 

calculate cellular senescence. That’s why the number of detected cells is counted automatically 

since Mask R-CNN gives the number of each instance. In Table 4.3, the number of senescent and 

young cells in ground truth images, in original Mask R-CNN, and in Mask R-CNN with SSL is 

given. As a result, Mask R-CNN with SSL finds a more correct number of cells compared to 

conventional Mask R-CNN architecture. 

 

Table 4.3 Comparison of the methods by total number of correctly found cells. 
 

Ground Truth Prediction by Mask R-CNN Prediction by SSL + 

Mask R-CNN  

senescent young senescent young senescent young 

Total Number of 

cells 

334 339 277 239 304 262 

Correct Detection 

ratio (%) 

  83% 71% 91% 77% 

False Negative 

Ratio (%) 

  17% 29% 9% 23% 

 

In addition, performance metrics results after automated counting are shown in Table 4.4. 

To describe TP, FP, and FN values for performance metrics calculation, the results of algorithms 

are compared with the results of manual counting by experts. It can be seen from the table that 

Mask R-CNN with SSL increases the automated counting results by 5.04%, 6.71%, and 5.98% 

in precision, recall, and dice similarity coefficient, respectively.  
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Table 4.4 Quantitative results of Performance Assessment Procedures (Mean, [min, max]) 

for Proposed Approach on microscopy cell images. 

 Precision% Recall % Dice Similarity 

Coefficient % 

Mask R-CNN 83.36 [64.70, 

94.11] 

79.96 [59.57, 91.66] 81.10 [63.63, 

96.96] 

Mask R-CNN + SSL 88.40 [73.33, 100] 86.67 [59.57, 100] 87.08 [73.91, 100] 

4.4 Conclusion 

The main purpose of this study is to develop an automated detection and quantification of 

young and senescent cells in cell cultured microscopy images to estimate cellular senescence 

density while only a limited number of labeled training samples are available. When the labeled 

samples in the training phase are scarce and the pre-training samples are from a different domain 

(natural images), the transfer learning methods fall short in microscopic image segmentation. This 

study showed that incorporating the SSL method increases the performance of the model. Without 

cell staining, the Mask R-CNN instance segmentation algorithm without SSL achieved 0.65 mean 

average precision (mAP) and 0.78 mean average recall (mAR) on test images with a 0.5 IoU 

threshold. Mask R-CNN with SSL pre-training achieved 0.736 mean average precision (mAP) 

and 0.819 mean average recall (mAR) on test images with a 0.5 IoU threshold and 0.393 mean 

average precision (mAP) and 0.735 mean average recall (mAR) on test images with an IoU 

threshold in the range of 0.5-0.95. Results show that even if there are a small number of unlabeled 

datasets, in-domain data self-supervised learning improves the performance of the instance 

segmentation algorithm. Considering the promising and widespread use of MSCs and the 

importance of detecting senescent cells in clinical practice, using the deep-learning technique, 

which can be easily adapted to GMP, is quite advantageous over time-consuming manual 

methods. 
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Chapter 5 

Conclusions and Future Prospects 

 

5.1 Conclusions 

In this thesis study, three studies have been explained. The center of these three studies is 

the automated detection and counting of objects in medical images, which are acquired from 

microscopy. In addition, these studies are proposed to produce real-time analysis and results. 

In the first study, automated detection and counting of immunomagnetic beads and 

leukemia cells in bright-field microscopy images were completed. There were two different 

objective images, like 40X and 20X. During the detection of objects, classical image processing 

techniques were implemented to have a fast and effective system. However, cells in some images 

were not easy to detect with only image processing algorithms. That’s why machine learning 

techniques were implemented to detect cells in 20X objective images, and then, after detection of 

cells, some image processing techniques were used to conclude the quantification process. While 

for image processing parts, high-resolution images were used, for machine learning parts, small 

image patches obtained via image division with overlapping were used. The proposed system was 

planned to be used to quantify cells on a biochip. Without cell staining, color-based image 

processing methods provided over 90% precision for 40X images. For 20X images, as a machine 

learning algorithm, a support vector machine (SVM)-based method was used, and the proposed 

method provided 94% precision for clear images. The results of 20X objective images showed 

that the image quality has a great impact on the performance of the algorithm.  

In the second study, automated detection and counting of immunomagnetic beads, 

micropads, and leukemia cells in bright-field microscopy images of the MRD biochip were 

completed. For this study, the image objective was 20X only. During the study, two phases were 

completed. The first phase only used classical image processing based algorithms to detect and 

quantify objects. The second phase was to apply deep learning techniques to detect and count 

objects. For both studies, a patient dataset was used. However, for the first approach, in addition 

to the patient dataset, cell culture images were used and tested.  
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In the first phase of the second study, without cell staining, color, size, and shape-based 

methods achieved 85% precision, 86% recall, and F-measure values for the patient dataset. For 

some patient images, micropad size or bead density could have been changed, but the results 

showed that even if micropad size and bead density changed, the proposed methods could still 

find cells. Besides, micropad sizes may differ, but proposed methods can find them with high 

accuracy. Another conclusion is that on the image, if the micropad size is small, cells are clearer 

to see. The highest precision and recall were 98% for the clear cell culture images. Moreover, the 

proposed methods detected beads and micropads with 0.02 and 0.01 detection errors, respectively. 

Results were obtained with a comparison of automated counting and manual counting by experts. 

Finally, for the patient dataset, statistical test results were conducted to see the relationship 

between automated and manual counting, and the results concluded that the manual counting of 

the medical expert and automated counting are statistically in good agreement. 

In the second phase of the second study, proposed methods were designed to segment 

objects in the images. Without cell staining, the U-Net + BN network with optimized hype-

parameters achieved 98.7% global accuracy, 86.1% mean IoU, 92.2 mean precision, 92.2 mean 

recall, and 92.2 mean f-1 score on the patient dataset for segmentation. Then the results of the U-

Net architecture were compared with those of DeepLabV3 and FCN deep learning networks. 

Comparison results indicated that U-Net gave the best performance. In addition, the dataset had 

an unbalanced dataset problem that dramatically affected the performance of the algorithm. To 

solve this problem, the network is first trained on a balanced dataset problem, and then weights 

are transferred to the training of an unbalanced dataset. While finding the results of the proposed 

methods, an annotated dataset was used. After segmentation, automated quantification of objects 

was done with morphological operations, and results were compared with manual counting 

results. In this study, annotation of images was completed on high-resolution images, and then 

images were divided into small patches to have a regular and certain size for the network. This 

causes some cluster parts to be seen as beads in the patches due to shape and size, so those parts 

were segmented as beads, and cluster evaluation metrics are lower compared to other classes. 

Increasing the performance of cluster segmentation can be achieved by dividing images into 

overlapping windows. 

In the third study, automated detection and counting of senescent and young cells were 

developed in cell-cultured microscopy images to be able to estimate cellular senescence. As a 

method, a deep learning-based instance segmentation algorithm was implemented. This time, 

there were a limited number of labeled datasets. However, deep learning techniques benefit from 

a large number of well-annotated datasets to achieve good performance. To overcome the small 

number of labeled datasets, a transfer learning approach was applied. Publicly available transfer 
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learning models were pre-trained with natural images, so they are different than medical images. 

In addition, in the literature, it has been proven that transfer learning from in-domain data exceeds 

transfer learning from out-domain data. To be able to use transfer learning while training a small 

number of labeled data, this time pre-training was completed on medical images without labeling. 

This approach is called as self-supervised learning (SSL) pre-training. ResNet-101, which is the 

backbone network of the instance segmentation model Mask R-CNN, was first trained on 

unlabeled senescent and young cell images, and then the weight of the backbone network was 

used to initialize weights while training with a labeled small number of datasets. Results show 

that incorporating self-supervised learning into pre-training increased the performance of the 

segmentation algorithm. Without cell staining, Mask R-CNN with SSL achieved 0.736 mean 

average precision, 0.819 mean average recall values with a 0.5 IoU value, and 0.393 mean average 

precision and 0.735 mean average recall with 0.5-0.95 IoU values. In addition, results showed 

that Mask R-CNN with SSL gave the best performance for the quantification process. Finally, it 

can be concluded that deep learning techniques can be easily adapted to good manufacturing 

products to estimate cellular senescence and overcome time-consuming manual methods. 

1.3 Societal Impact and Contribution to Global 

Sustainability 

Cancer is the second-leading cause of death in the United States and is expected to surpass 

heart diseases in the next five years. Early detection of tumor cells and quantifying the tumor cells 

during therapy are crucial for a successful treatment. There are different treatments for cancer 

patients, such as surgery, drug therapy (chemotherapy), transplantation, radiation treatment, and 

immunotherapy. Among those methods, chemotherapy is a widely used first-line treatment for 

leukemia, but its results differ from patient to patient. While some patients with chemotherapy 

achieve remission, some patients can have cancer cells that are resistant to treatment, and these 

cancer cells (blast cells) can cause a relapse of cancer. This case is known as minimal residual 

disease (MRD). As an alternative to bench-top instruments, novel microfluidics and lab-on-a-

chip systems have been demonstrated to capture, isolate, and count tumor cells. To get and 

analyze the samples in lab-on-a-chip, devices such as optical microscopes for characterizing and 

counting tumor cells, phase contrast, and immunofluorescence images have been used. To 

analyze the images, image processing techniques were implemented. In addition, to be able to 

estimate cellular senescence on images, image processing techniques were implemented. For both 

studies, our main purpose was to get information from microscopy images with high accuracy to 

reduce experts' workloads. According to the UNDP Sustainable Development Goals, our purpose 
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meets the fifth goal, which is related to health among all 17 goals. There are some techniques to 

detect MRD, like immunological assays and polymerase chain reaction (PCR)-based molecular 

assays. However, those techniques are expensive, take a long time to produce results, and require 

an expert to be able to use them, whereas the MRD biochip technique, which has image 

processing embedded in it in order to analyze images, is easy to use and produces results in a 

short time without any field expertise. On the other hand, one way to detect cellular senescence 

is the beta-galactosidase assay (b-Gal), but it has disadvantages like cell confluency, serum 

depletion, and operator bias. Besides, the protocol of b-Gal to identify senescent cells is not easily 

adaptable to the GMP pipeline and is time consuming. In addition, senescent cell morphology 

can be different, so image processing-based detection and counting of senescent cells is effective. 

This thesis is mainly about image processing-based analysis of microscopy images to estimate 

both the density of cancer cells and senescence cells to reduce time and cost, increase efficiency, 

and reduce experts' workloads. 

1.4 Future Prospects 

We previously introduced ultra-low-cost mobile cell phone microscopy to quantify 

immunomagnetic bead amounts on micro contact printed lines [145] without using any secondary 

labels. It is possible to combine machine-learning-based image processing algorithms with cell 

phone microscopy to analyze immunomagnetic-captured cells in biochips for portable on-site 

analyses, which is our next goal. 

 The statistical analysis revealed that deep learning-based cell segmentation and counting 

can be used as a readout method for the MRD Biochip. The current results are promising, and for 

future work, we are planning to perform more clinical trials and increase the sample size for 

testing the whole system. We anticipate that the developments in the microfluidic system and the 

iterative optimizations will further improve the performance of the deep learning algorithm. We 

observed that cells from patient samples have more variations in terms of size and appearance 

under the microscope compared to the cells from the cell cultures. In order to improve the 

reliability of the system, more patient samples should be tested. In addition, we realized that, 

when we divide the high-resolution images into smaller sizes, some cluster parts are segmented 

as beads, and this causes less true positives for clusters and more false positives for beads, and so 

less precision value for clusters, beads, and overall performance. In order to increase precision, 

the model structure can be changed to analyze high-resolution images by using image pyramid 

techniques in future work. Moreover, before the segmentation algorithm, some pre-processing 

methods can be applied to noisy images to increase the precision value. 
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