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ABSTRACT 

Heuristic Vectorized Learning Method Based PV Forecasting by 

Using Image Recognition-Based Sky Camera Integration Within 

Sensor Set 

Levent YAVUZ 

Ph.D. in Electrical and Computer Engineering 

Advisor: Assoc. Prof. Ahmet ÖNEN 

July 2023 

In order to ensure the continuity of demand and production balance, the use of renewable 

energy resources (RES) by countries will increase in the near future. Solar power 

generation is important for the integration of renewable energy into the power grid, but it 

can cause problems in power systems due to the uncertain and intermittent nature of solar 

power. Deep learning methods provide promising results in solar energy prediction, but 

the performance of these models depends on the initial weights assigned to the network. 

In this thesis, a novel weight initialization method, the Heuristic Vectorised Learning 

method, which takes into account certain characteristics of solar generation data has been 

proposed. This method aims to achieve better accuracy in solar forecasting by combining 

a statistical approach with a method based on deep learning. The method was compared 

with other commonly used methods such as Xavier, LeCun, He and Random, and it was 

seen that the proposed method performed better. Overall, the proposed weight 

initialization method provides significant benefits for solar forecasting applications in the 

context of renewable energy integration into the power grid. So, to reach higher accuracy, 

monitoring the sky is the best option for intra-day forecasts. Therefore, a hybrid model 

was created for photovoltaic generation prediction by using it together with 

environmental sensor data. The proposed method and panel shading model achieve higher 

accuracy values at the Abdullah Gül University campus in Kayseri. The proposed system 

provides a reliable PV energy forecast for the intraday energy markets. 

Keywords: solar energy, forecasting, deep learning, heuristic vectorised learning 

method, initialization, artificial neural network
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ÖZET 

Görüntü Tanıma Tabanlı Gökyüzü Kamerası Entegrasyonunu 

Kullanarak Sezgisel Vektörize Öğrenme Yöntemine Dayalı PV 

Tahmini 

 

Levent YAVUZ 

 Elektrik ve Bilgisayar Mühendisliği Anabilim Dalı Doktora 

Doktora Tez Yöneticisi: Doç. Dr. Ahmet ÖNEN 

Temmuz-2023 

 

Talep ve üretim dengesinin sürekliliğini sağlamak için, ülkeler yenilenebilir enerji 

kaynaklarını (YEK) kullanımı yakın gelecekte artış gösterecektir. Güneş enerjisi üretimi, 

yenilenebilir enerjinin elektrik şebekesine entegrasyonu için önemlidir, ancak güneş 

enerjisinin belirsiz ve kesintili doğası nedeniyle güç sistemlerinde problemlere neden 

olabilir. Derin öğrenme yöntemleri, güneş enerjisi tahmininde umut verici sonuçlar 

sağlamaktadır, ancak bu modellerin performansı ağa atanan başlangıç ağırlıklarına 

bağlıdır. Bu çalışmada, Sezgisel Vektörleştirilmiş Öğrenme yöntemi olarak adlandırılan 

yeni bir ağırlık başlatma yöntemi önerilmektedir. Bu yöntem, istatistiksel bir yaklaşımı 

derin öğrenmeye dayalı bir yöntemle birleştirerek güneş tahmininde daha iyi doğruluk 

elde etmeyi amaçlamaktadır. Yöntemin Xavier, LeCun, He ve Random gibi yaygın olarak 

kullanılan başka yöntemlerle karşılaştırması yapılmıştır ve önerilen yöntemin daha iyi 

performans gösterdiği görülmüştür. Genel olarak, önerilen ağırlık başlatma yöntemi, 

elektrik şebekesine yenilenebilir enerji entegrasyonu bağlamında güneş tahmini 

uygulamaları için önemli faydalar sağlamaktadır. Dolayısıyla, çevresel sensör verileriyle 

birlikte kullanılarak fotovoltaik üretim tahmini için bir hibrit model oluşturulmuştur. 

Önerilen yöntem ve panel gölgeleme modeli, Kayseri ilinde bulunan Abdullah Gül 

Üniversitesi yerleşkesinde daha yüksek doğruluk değerleri elde etmektedir. Önerilen 

sistem, gün içi enerji piyasaları için güvenilir bir PV enerji tahmini sağlar. 

Anahtar Kelimeler: Anahtar Kelimeler: güneş enerjisi, tahmin, derin öğrenme, başlatma, 

Sezgisel Vektörleştirilmiş Öğrenme, yapay sinir ağları 
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Chapter 1 

Introduction 

The continued strong development of distributed energy resources (DERs) provides a 

great opportunity for renewable energy investors around the world. The worldwide DERs 

integration grows the average rate of 20% by the end of the 20th Century [1]. Owing to 

priorities on carbon footprint reduction and harnessing energy from alternative sources 

than fossil fuel, DERs integration with existing power grid will be kept to increase more 

for the time to come. While these growths provide many advantages, it creates new 

challenges to manage the grid in an effective way. From the experiences of transmission 

system operator (TSO) and distribution system operator (DSO), some problems occur 

while integrating the DERs with an existing grid such as transmission congestion, voltage 

and frequency stabilities and reliability problems due to uncertain and intermittency 

natures of DERs.  

A microgrid is a localized group of energy sources and loads that may operate at grid 

connected or islanded modes. The concept of microgrid is getting popular since last 

decade and there are many microgrids actively operating in different parts of the globe. 

The major investment in a microgrid is on its DERs. In many microgrids, the operators 

have to handle problems coming up with DERs; otherwise, green energy should be 

thrown away instead of being utilized. These problems create a new research area to seek 

solutions for integration of DERs without creating grid stability and reliability problems. 

One of the new solutions of eliminating of DERs negative impacts is through the 

transformation of microgrid to VPP. VPP coordinates all DERs as in a single agent to 

integrate them into the grid without compromising the grid stability and reliability, adding 

many other additional benefits and opportunities to consumers, prosumers and grid 

operators [2].  

With the gain experienced from smart grid concept, has been studied on decades, VPP 

can be implemented easily and successfully which has already been tested in some 

country. Some of the smart grid technologies that may help to integrate VPP are 
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intelligence algorithm, i.e. power generation, transmission and distribution, and demand 

response by using customer participation with the usage of advanced communications 

such as Internet protocols. Web to Energy project [3] is one of the biggest developments 

on smart grid that can easily adapted to VPP concepts. Communication of network of 

physical devices has enabled project of the Internet of things (IoT) [4]. IoT allows 

different devices to be sensed, communicate with each other and also controllable from 

remote locations. This method is applied for direct integration between intelligent devices 

with computer-based software offering advanced connectivity among the devices. Similar 

to IoT, VPP combines, communicates and behaves such as a neural network for each 

different DERs agents. Figure 1.1 demonstrates simply how householders share their 

energy within a VPP. This system aggregates all DERs and other units inside the system. 

Figure 1.2 shows how units are clustered and connected with centralized VPP. These 

clusters interact with each other in order to behave as just as one unit. The localized 

control center emerges as a self-organized intelligent solution. To obtain a self-intelligent 

system and make a decision, there are many optimization algorithms that have been 

developed. A detailed review study by comparing these optimization algorithms is 

discussed in [5]. How the payment of energy will be dispatched among generation, 

transmission and distribution companies is getting complicated with increased integration 

of DERs into the grid. However, with the usage of VPP, monitoring and coordination of 

DERs will be much easier that helps to put market prices out easily. Hooshmand et al. 

and Shabanzadeh et al. in [6, 7] show how to investigate event-based scheduling and 

calculation of stochastic market price in the distribution network.  
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Figure 1.1 Household energy sharing scheme in a VPP 

VPP also helps to reduce the losses on the network. Conveying the load along a long path 

causes large losses, but with VPP technology, the consumer can be fed by the closest 

distributed generation (DG) that provides minimizing line losses, prevents overloading 

the system, and delivers electricity to consumers at a cheaper price. Recently, consumers 

have become active in production by using DERs named as prosumer that means 

consumers also produce. By being active in production makes generation forecast 

complicated due to uncertainty inside the DERs. Authors in [3] investigate all units 

(DERs, batteries, flexible loads etc.) in a comprehensive way to see the effect of 

uncertainties on forecasting. These uncertainties can be solved by using complex 

equations and computer programmes to make predictions more accurate. In a study [8], 

Wei et al. offered that the consumption statistics can be forecasted with artificial 

intelligence (AI) software that will be highly used in VPP in near future.  

Available review papers found in the literature summaries advantages and disadvantages 

of VPP. Paper [5] describes the general structure and optimization of VPPs. Different 

implementation techniques and scheduling of VPPs have been discussed in [9, 10]. There 

are very limited technical review papers that have been published related to All kinds of 

power engineering applications (in point of VPP) and how these applications affect 

traditional grid systems are architecture and advancements of VPP and none of them 

comprehensively mentioned technical problems highlighted above which triggered the 

authors to this work. Discussed in this technical review paper. In particular, technical 

articles, which contain practice and optimization-oriented studies, have been examined 
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and different popular theoretical approaches are compared in tabular form. In addition, 

well known optimization algorithms are explained from different aspects and discussed 

effects of AI on optimization methods.  

 

Figure 1.2 Centralized VPP 

 

1.1 VPP Classifications 

        The VPP can be classified into two different categories. First one is commercial 

VPP (CVPP), the second one is technical VPP (TVPP) [11]. One of the main problems is 

that it is not clear how participants can interact among themselves and with the DSO that 

has all grid infrastructures. VPPs generate their own electricity and transfer this energy 
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by using transmission line that does not belong to VPP owners, so the cost of this energy 

transfer needs to take into account as well. This topic requires innovative research itself 

to decide what kind of billing system is required to solve this chaos. Another technical 

aspect of the implementation of VPP is that whether the system is currently used as 

microgrid (islanded mode) or grid-connected mode that effects hardness level and cost of 

implementation and dispatching bills among participants.  

 

1.1.1 Commercial VPP 

        The main purpose of CVPP is an economic optimization. It includes financial risks: 

cost, optimized revenue for exchange energy, combine economical paradigms with 

intelligent grid services and represents bid-offer tables. In general, studies in this area are 

based on risk-management methodologies. Developed models include how VPP users 

have agreed with each other, partnership agreements with distribution companies, also 

mutual agreements between different VPP groups and energy marketing issues. Thus, 

different mathematical methods and computer algorithms have been developed for 

solving such complex situations. The fundamental of most studies is relying on stochastic 

or deterministic approximations. However, some programmers may become unsuccessful 

due to the variable and flexible nature of the results by using deterministic approximate 

methods. It is found that recently the researchers have the tendency to focus on stochastic 

methods. A detailed description of these topics is given in [12], where stochastic 

approximation methods and solutions are also discussed for CVPP.  

1.1.2 Technical VPP   

        As the name suggests, TVPP defines comprehensively about complex calculations, 

technical applications, storage and optimization. Mostly financial issue, monitoring and 

fault detection schemes are the topic of interest. This classification deals with power flow 

optimization, communication protocols within smart grids, technical feasibility solutions 

and some fuzzy algorithms about generation and consumption. In addition, security is one 

of the main challenges, because VPP has to keep personal information in private. One of 

the most troublesome problems of an intelligent system is the hostile cyber attacks and 
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viruses. For example, consumer's personal information has to be preserved in case of any 

cyber attack, so TVPP deals with this situation, and because of these features it becomes 

significant in communication system [13].  

 

1.1.3 Highlights of TVPPP an CVPP 

         Two different types of VPP can be characterized by the following [14]:  

• Energy management systems (EMSs) offer different tariffs for consumers. 

Authors demonstrate calculation and implementation of these tariffs [15] (TVPP).  

• Demand forecasting process deals effectively with complex commercial 

proposals since nowadays energy market has become such as the stock market 

(TVPP) [16].  

• Tariffs have to be updated by manufacturers and inform to customers about new 

tariffs and energy rates [17] (CVPP).  

• New tariffs should be updated, so tariff updater officer has to be responsible [14] 

(CVPP).  

• Communication of VPP units occurs between each other. An implementation 

technique based on information and communication technology (ICT) is proposed 

[18] (TVPP).  

• Safety and reliability parameter (TVPP).  

• Generation and consumption control, optimization process and  

stability control (TVPP).  

• Grid imbalance must be overcome (TVPP).  

• Different weather situations are foreseen. Photovoltaic (PV) and  

wind generators depend on weather, so the producer must deal with it by using 

different software, complex algorithms and using satellite images (TVPP). Some 

forecasting applications are demonstrated by using stochastic simulation methods 

[14, 19, 20] (TVPP). 

• Storage control and optimization are for all units. Energy storage system (ESS) 

linkage application affects grid balance and change energy markets, (TVPP).  
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1.1.3 Use of Artificial Intelligence Algorithms in VPP 

        Increased penetrations of DERs and renewable energy sources (RESs) require the 

appropriate communication by using general architecture, as an example, the smart grid 

architecture model (SGAM) [13] can be referred that offers simplicity for any proposed 

smart grid architecture. The SmarterEMC2 project [22] which is used as SGAM, aims to 

devise new business model, increases RES usage and links ICT tools between DER and 

VPP.  

AI can be applied to the very large area that is based on a mathematical model, the 

computational power of process and application. The main idea is to find maximum 

and/or minimum results that depend on objective functions for highly complex problems. 

It is specifically used as giving input values, provides what output values would be 

suitable for a given system. In short, it tries to find optimum results. In power system, AI 

algorithms are widely used in optimum power flow, loss minimization, generation cost 

reduction etc. As VPP involves parties such as DGs, DSO, ESS and loads, there are 

numerous applications of AI algorithms within VPP framework such as reducing 

unbalanced power flow, capacity factor, system interruption, forecasting of load and 

generations, sizing of RES and ESS elements and profit maximization [23]. Besides 

advantages of VPP technology, people have faced many problems based on AI issue. 

There have been too many AI techniques that can be used for different purposes with the 

pros and cons. Accurate calculation of energy production and consumption is one of the 

most important steps in order to sustain and balance demands and generations. There are 

many surveys that have been conducted to get real consumption statistics to improve 

prediction accuracy. Why energy demand prediction is very important for producers? The 

answer is bringing prices down and to get more sustainable and balanced power flow. 

Energy production and consumption example is demonstrated in [8]. Prices are varying 

as demand changes on installed power. The other most significant goals are to equalize 

demands and generations. To achieve that, AI- based algorithm is getting popular which 

can be expressed using Figure 1.3  

Besides demand forecasting, production and price forecasting issues are also in the point 

of interest. Price forecasting comes into prominence at energy market. The main point is 

differences between the cost of production and demand.  
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The relationship between production and demand costs is demonstrated in [38]. 

Renewable energy resources such as PV and wind depend on weather conditions. Thus, 

we need to use advanced mathematical methods, physics, and some specialized software 

algorithms to forecast them accurately. Table 1.2 summarizes energy forecasting & load 

forecasting algorithms and their usage in VPP. All the algorithms shown in Table 1.2 are 

highly used as a mathematical model for optimization and forecasting in a power system. 

When the  

 

Figure 1.3 Power flow and predicted power-load on VPP 
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status of power system changes (which may include a new power supply), then 

optimization and forecasting algorithms are updated by the developer. In some cases, the 

developer will have completely irrelevant consequences and will have to go through a 

completely different algorithm. Instead of evaluating the problems and the situation on 

the background with a single solution method and approximation, it is required to 

simulate the system by using AI that can exhibit flexible behavior and give correct results 

adopting same flexibility by examining the behavior as case varies.  

1.2 Motivation and Problem Statement 

        The power system is one of the biggest devices that have been developed by a human 

being. A number of DER units have been integrated into the grid over time, and then 

operation procedures changed. More complex algorithms and high-level computers are 

used for weather-dependent consumption prediction. Furthermore, the 2003 operation of 

VPP provides less complex algorithms and secures more financial profit for consumers 

and producers. In this chapter, the essential elements of the VPP are introduced such as 

VPP classifications (TVPP and CVPP), DER–TSO–DSO linkage through VPP, grid 

services and worldwide case studies of VPP projects have been reviewed in a 

comprehensive way.  

In addition, features of VPP on power systems such as communication, different 

optimization algorithms and forecasting methods both of production and consumption, 

reactive power control, gateway technology and frequency control were described. So, 

the accurate estimation of solar power generation is crucial for transmission and 

distribution aggregators to manage the integration of renewable energy into the electricity 

grid.  

Deep learning methods, especially artificial neural networks, have been shown to provide 

promising results in solar energy prediction. However, the performance of these models 

is highly dependent on the initial weights assigned to the network.  

In this thesis, a novel weight initialization method, the Heuristic Vectorised Learning 

method, which takes into account certain characteristics of solar generation data has been 



 11 

proposed. The proposed method combines a statistical approach with a deep learning-

based approach to achieve better accuracy in solar forecasting. The comparison between 

a proposed weight initialization method and several commonly used techniques including 

Xavier, LeCun, He, and Random was conducted in this study, utilizing a PV forecasting 

dataset. The results show that the proposed method outperforms other methods in terms 

of both accuracy and computational efficiency. Overall, the proposed weight initialization 

method can provide significant benefits for solar forecasting applications in the context 

of renewable energy integration into the power grid.  

1.3 Thesis Outline  

The remainder of the thesis is organized as follows: 

The second chapter proposes machine learning algorithms applied on PV power 

system  

scheme for a VPP usage.   

 

The third chapter introduces initialization, LeCun, He, Xavier(Glorot), Random, 

methods in which most popular and well known methods investigated. After explanation 

of mathematical background they have been applied on PV power generation system to 

reach highest accuracy and compared with each other. So at the highest accuracy results 

has been showed on Tables.  

In Chapter 4, a new approach, Heuristic Vectorized Learning Method (HVLM), has 

been introduced. After its mathematical background explanation, applied on PV power 

generation system and compared with other well-known initialization methods. Accuracy 

results show the proposed algorithm shows higher accuracy when compared other 

tehcniques and much less computational power needed on it. In addition the proposed 

method offers fastest running system to the users. 

 

1.4 Thesis Output  

This doctoral thesis presents the outputs of four important articles. The first 

published article, titled 'Adaptive Fault Detection Scheme Using an Optimized Self-

healing Ensemble Machine Learning Algorithm,' introduces an adaptive fault detection 
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method using an optimized self-healing ensemble machine learning algorithm. The 

second published article, 'Transformation of microgrid to virtual power plant–a 

comprehensive review,' comprehensively reviews the transformation of microgrid 

systems into virtual power plants. 

 

The other two articles have been submitted to a publishing organization. The study 

titled 'Investigation on Cloud Thickness and Movement into PV Forecasting in the region 

of Kayseri, Turkey' examines the impact of cloud thickness and movement on 

photovoltaic forecasting in the Kayseri region of Turkey. Finally, the article 'Statistical-

Based Heuristic Vectorised Learning Method for PV Forecasting' presents a statistical-

based heuristic vectorized learning method for photovoltaic forecasting. 

 

These four articles form the core outputs of the thesis, with the published ones being 

available to the scientific community, while the other two are currently awaiting review 

by the publishing organization. 
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Chapter 2 

Machine Learning Algorithms 

Application on PV Power Plants  

        ML applications are not the only used for power generation predictions but also it 

has been used large area on pv power systems. Such as, cyber security, fault detection, 

load predictions as well. And in this chapter we will show the fault detection application 

on power system and also applied Self-Healing Ensemble Machine Learning Algorithm. 

So, at the end we will show the benchmark of whole system results.  

       Legacy fault detection methods for islanding operation use various machine learning 

algorithms to activate the alarm system and perform controlled islanding. The main 
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objective of this work is to propose a new cost-efficient, adaptive, and self-healing 

algorithm in real time that detects faults in a short period with high accuracy, even in the 

situations when it is difficult to detect. For this purpose, power system failures are 

simulated by using PSCAD-Python co-simulation. Rather than using traditional machine 

learning (ML) algorithms or hybrid signal processing techniques, a new framework based 

on optimization enabled weighted ensemble method is developed that combines essential 

ML algorithms differently. In the proposed method, the system will select and compound 

appropriate ML algorithms automatically. One of the salient features of this study is that 

the proposed solution works on real-time raw data without using any pre-computational 

techniques or pre-stored information. Therefore, the proposed technique will be able to 

work on different systems, topologies, or data collections. The proposed fault detection 

technique is validated using modified IEEE-14 bus considering networks faults which are 

difficult to detect.  

 

 

2.1 Introduction 

        The rapid growth of energy consumption in the world brings new technologies 

together in power systems. In addition to traditional systems for energy generation, small, 

medium and large-scale on-site power generating platforms, like wind turbines or other 

renewable energy systems, have emerged recently. The inclusion of the massive 

renewable penetration causing the power system more vulnerable [1].  

More importantly, increasing more renewable penetrations reduces rotating inertia. 

For example, the total inertia currently available in South Australia network is around 

16,200 MWs. In 2017, without the Northern Power Station and Torrens Island ‘A’ Power 

Station, the total available inertia would reduce to around 10,000 MWs [2] due to the 

inclusions of renewable sources, which looks alarming. This may cause system instability 

or even a blackout, in case of catastrophic events or grid fault conditions [3-4] and faults 

are needed to be cleared quickly. Therefore, special precautions must be taken to avoid 

any greater outage and/or cascaded blackouts. Considering these, many fault detection 

techniques have been developed recently and reported in power system literature [5]-[6]. 
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 In the traditional power system, primarily the protective relay receives the voltage, 

current, and frequency information from transmission/distribution systems using 

instrumentation transformers. That information is typically processed by the protective 

relay to act in case of emergency or abnormal conditions for the desired tripping time. 

The relay logic algorithm takes the decision of whether to trip open or to close the circuit 

breaker. In the distribution system, the protective relays require a large fault current to 

detect the faulty condition. This is problematic for the modern distribution system which 

connects various Distributed Generations (DGs) including renewable sources, 

microgrids, and virtual power plants. Most of the DGs, nowadays, are equipped with 

inverter technology which typically contributes two times of per unit rated current, as rule 

of thumb [7]. This is troublesome because the current level may not be sufficient to trigger 

the relaying action and it puts the inverter equipped modern distribution system at risk. 

Many fault detection mechanisms have been depicted in the power system. The real-

time data acquisition device like Frequency Disturbance Recorder (FDR), optimally 

placed Phasor Measurement Units (PMUs), and many other equipment’s are used to 

detect power system faults [8]. Line outage detection using phasor angle measurements 

are reported in [9]. Fault detection occurred in DC and AC microgrids are reported in [10]. 

One of the methods could be using additional equipment(s) to build a protection layer for 

renewable source integrated microgrid; however, this requires additional hardware cost 

[5]. Besides, the faulty equipment is required to be fixed or replaced in the case of 

equipment failures, which adds more cost and man work. It is noted that equipment 

failures are frequent events and blackouts are mostly triggered by these problems. 

Apparently, hardware-based applications seem not scalable, and they are infeasible due 

to financial problems. Thus, many new intelligent computer-aided prediction techniques 

have been developed to deal with fault scanning [11-13]. 

In recent years, many soft computing and data-driven approaches have been 

investigated to detect power system fault. The performance of these techniques can be 

measured by (i) the rate of the accuracy, (ii) detection time, (iii) cost-efficiency, and (iv) 

flexibility/adaptivity. Signal processing approaches, such as decision tree and random 

forest are extensively utilized to detect the fault in distribution systems connecting 

microgrids [14]. There are also some other signal processing approaches; Fourier 

Transform, Wavelet Transform, S-Transform, TT- Transform, Hilbert Huang Transform 

techniques have successfully been applied to detect faulty conditions [4], [15], [16]. Data-

driven approaches have also received attention by power system researchers in 
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identifying faults [17], [18]. The Machine learning technique makes computer/system learn 

various patterns based on the given input and hence it is found application in power 

system fault detection [19]. For instance, the machine learning algorithms such as the k-

Nearest Neighbors (kNN) algorithm, support vector machine, etc., are adopted in 

identifying grid fault [20]. 

It is noted that the inclusion of renewable sources causes frequent voltage and 

frequency fluctuations [20-21] which may cause power system vulnerable making fault 

detection methods unreliable. Although there are no fault conditions, the protection 

devices or fault detection algorithms may receive erroneous signals by those random 

voltage and frequency fluctuations [23]. Therefore, the fault detection algorithms should 

also be scalable and adaptive where renewables penetration increases.  It is also observed 

that many algorithms are designed for the static power system [24] and in the case of the 

modified network by adding/dropping a line or adding new buses, most of the proposed 

algorithms might fail, so the systems must be adaptive.  

Considering the aforementioned issues, a real-time fault detection technique has been 

developed in this study using optimization enabled weighted ensemble-based Machine 

Learning Algorithm. The proposed method is simple to implement as it uses only voltage 

signals obtained from PMUs. 

There are different solutions that use only one Machine Learning (ML) algorithm to 

reach the time goal [24], or complex ones that merge multi-machine learning algorithms 

[25-26] to obtain higher accuracy result. The proposed method, in this study, is a kind of 

ensembling type blending optimization algorithm where the Particle Swarm Optimization 

(PSO) finds the optimum weights to eliminate the forecast errors coming from each ML 

algorithms. Another contribution of the proposed algorithm is that it provides 

flexible/adaptive behaviors, so that proposed algorithm even works well with power 

system structure or given data set changes while each individual ML algorithms may fail 

in these changes. The most of study has been used overfitting technique that comes from 

memorization of results instead of learning that cause to reach unrealisticly 100% 

accuracy rate.  This is due to ignoring cross validation techniques that is taken into 

consideration in this work to be able to represent results in real world power system 

environment. 

 Section II discusses machine learning algorithms used in fault detection and their 

mathematical algorithmic background is represented. The ensemble and boosting 

algorithms are discussed and the proposed algorithm architecture is presented. 
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Effectiveness and success of the proposed algorithm by comparing with individual ML 

algorithms and Ensemble methods are represented in Section III. Finally, in Section IV, 

findings of the proposed work are summarized in the results section. 

2.2 Iterative Machine Learning Algorithms in Fault 

Detection 

        Unlike traditional computer algorithms, ML applications are not computer 

programming. ML creates a special algorithm for given data/situation which exactly fits 

the system. A faulty condition could be happening on transmission and distribution lines, 

for example; a bird/snake can touch the cable or a tree can fall down on the 

transmission/distribution line causing a short circuit. The ML technique could be an 

effective way to detect these faults.  Some of the ML techniques which can be used in 

signal processing and fault detection are presented below. 

 

 

 

2.2.1 k-Nearest Neighbor (kNN) 

        The kNN is easy to apply, a simple and effective algorithm for binary or multi-

classification problems. It considers the set of observation data and checks the neighbors 

of the new incoming items according to the value of k, number of neighbors. In most of 

the ML applications, k value is chosen as a default 3 or 5, and also Minkowski distance 

(1) has been chosen as a distance length metric. The process of the algorithm is simple; 

according to the number of neighbors and the coordinates of the new data (x1, y1),…, 

(xn,yn), k nearest neighbors are determined by measuring the distance, e.g., Euclidean 

distance, Minkowski distance or Manhattan distance,  for all of the newcomers, and 

finally the system decides the clusters of the new nodes with the closest distance [28]. 

 
𝑑(𝑥, 𝑦) = (	∑ |(𝑥! − 𝑦!)"|	#

!$% )% "&                                               (1) 
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2.2.2 Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis (LDA) can be used to reduce the size, improve 

computational efficiency, and reduce overfitting in non-digitized models. The LDA is 

very similar to Principal Component Analysis (PCA). The PCA, trying to find the 

orthogonal component axis of the maximum variance in a data set; The LDA is to find 

the feature subspace that optimizes class separability. The LDA and the PCA are linear 

transformation techniques that can be used to reduce the number of dimensions in a 

dataset [29]. 

The present state of the data set is used to make the data more easily separable when it is 

not very convenient to separate the components. To achieve this, it also takes advantage 

of the covariance matrix. In fact, it is not literally a classification algorithm. It can be used 

as a pretreatment before the classification process when there is not enough difference to 

distinguish the classes following the feature extraction. To distinguish between classes, 

LDA examines the distribution of classes and uses the difference between the average 

values. 

 

 

2.2.3 Logistic Regression (LR) 

Logistic regression is a statistical method used to analyze a data set with one or more 

independent variables that determine a result. The result is measured by a binary variable 

(there are only two possible results). In logistic regression, the dependent variables must 

only be binary. In another word, final results are only 1 (TRUE, success, etc.) or 0 

(FALSE, error, etc.) as encoded data. 

The purpose of logistic regression is to find the most appropriate (yet biologically 

plausible) model to define the relationship between a number of independent (predictive 

or explanatory) variables related to the two-way characteristic (dependent variable = 

response or outcome variable). Logistic regression produces the coefficients of a formula 

to estimate the probability. 

2.2.4 Naïve Bayes (NB) 
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The algorithm has been widely studied since 1950, based on Bayes Theorem and it uses 

the idea of the simple probabilistic classifier. In statistic and computer science, the NB is 

represented as conditional probability [25]. Terminologically, Bayesian probability is 

given in (2). 

 

𝑝(𝐶'|𝑥) = 	
"()!)	"(,|)!)

"(,)
                                                                        (2a) 

 
𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 = ".!/.	,	0!'10!2//3

14!31#51
                                                                  (2b) 

 

 

Where, 

𝑝(𝐶!|𝑥)	is the posterior probability of class  

𝑝(𝐶!)	is the prior probability of class 

𝑝(𝑥|𝐶!) is the likelihood  

P(x) is evidence 

 
 
 

2.2.5 Decision Tree (DT) 

In Machine Learning applications, the Decision Tree (DT) is one of the most preferred 

algorithms due to its simple background. The DT gives all possible outcomes and if you 

have enough data for the next future prediction, it can decide precisely. The DT uses a 

math-based background that relies on Shannon Information Theory and entropy 

calculation [30]. The biggest entropy value is start of branches and the whole tree follows 

it with the same scheme as shown below: 

𝐸(𝑠) = + −𝑝" log 2 (𝑝")
#
"$%                                                              (3) 

where, E(s) is entropy, and it represents the power and dominancy of the feature 
frequency. Therefore, the branch starts from the feature which has the biggest E(s) value; 
pi is the probability.  

 

2.2.6 Finding Best Decision Variable for Each ML Algorithms 

Machine learning algorithms take several parameters that can affect the accuracy rate. 

Before bagging several ML techniques as an ensemble algorithm, to understand the 
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optimum parameters of each algorithm the proposed method checks the sub-set of 

parameters or decision variables given in Table 2.1 (unshaded part).  The ML algorithms 

were run iteratively with different parameters and the best combination is obtained for a 

given algorithm as demonstrated in Figure 2.1 This code cycle is processed just for one 

time until the power system or data structure changes. The main idea of this loop is to get 

the best decision variables to the PSO optimization based Ensemble algorithm shown in 

Section IV. Briefly, the PSO-based Ensemble algorithm combines different iterative ML 

techniques with the best parameters and weights. Since chosen ML techniques for the 

bagging process will always use the same local parameters during the decision time span, 

optimum parameters are obtained with this looping process individually before 

continuing with the optimization part. Since power system structure is not always kept 

constant and requires some changes over time, algorithms need to be able to work with 

updated network structures. This ability is known as self-healing property of algorithms 

that provides to detect and update decision variables and weights when power system 

structures are changed. 

For instance, when kNN is working on, the algorithm checks k neighbor value to find the 

best decision variable that provides the maximum accuracy rate for a given dataset. 

Although these parameters can be altered with topological changes, this proposed 

approach finds new values before applying the optimization algorithm. Thus, the system 

becomes robust and adaptive with various datasets. 

 

2.3 Ensemble Algorithms 
        Each ML algorithms has got different tuning parameters, for example in kNN 

algorithm k value must be calculated to reach best recall result before the combination. 

In proposed method, before the combination of intelligent algorithms, the parameters 

tuned for each algorithm. To achieve that best parameter calculation, a code cycle has  



 21 

 

 

 

been developed first, for each algorithm. But this calculation has been done once. After 

that, combination process starts.  

 

 

 

 

2.3.1 Baggin Method 

Majority/Hard voting is a simple case of voting methods with a voting algorithm which 

is given in (4). 

∀𝐶 ∈ 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟 
 

Figure 2.1 Best decision value calculation for ML algorithms 
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𝜑 = 𝑚𝑜𝑑𝑒{𝐶%(𝑥), 𝐶6(𝑥), 𝐶7(𝑥), …… , 𝐶8(𝑥)}                                     (4a) 
 

⎝

⎜
⎛
𝐶%(𝑥)
𝐶6(𝑥)
..

𝐶8(𝑥)⎠

⎟
⎞

 =  E

0
0
..
1

H                                                          (4b) 

 
𝜑 = 𝑚𝑜𝑑𝑒{0, . . ,1} = 0	𝑜𝑟	1       (4c) 

Where 𝜑  is the final decision of total results and it uses Python’s mode command. This 

is a piece of code cycle;  𝐶%, 𝐶&, … , 𝐶' are classifiers decision results, either 0 or 1. 

In this scheme, each ML algorithms come up with the decision on the given test case, 

separately. The final decision will be given with the agreement of the majority. 

 

Soft voting gives the average probability of the decisions rather than counting the votes on 

positive or negative decisions coming from the ML algorithms. For example, when three 

algorithms give the decisions with (0.60, 0.60, 0.15), then hard voting will decide 

negative since there are 2 positives and one negative. However, the soft voting will decide 

it as negative due to the average of the probability which is 0.45. In this example, 

algorithms have the same significance, however, the weights can be different if the 

contribution of the algorithms is not the same. 

 

 
 

2.3.2 Running schemes 

AdaBoost (AB) iteratively repeat the weak learner algorithm with given instances. In each 

iteration, misclassified data items are re-weighted according to the information gained 

from the previous step. With this feedback mechanism, the AB runs a classifier, changes 

the weights, runs another classifier, repeat until most of the items classified proper. Thus, 

there is no parallel calculation, each step must follow the previous ones like a chain.  

The Bagging and boosting processes are represented in Figure 2.2 Not only the bagging 

process precedes boosting type but also it is reinforced with PSO that results in faster 

processing time when compared with any other ML algorithm or boosting method.  
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Table 2.1 Parameters to calculate the decision variables for selected ML and Ensemble algorithms 

ML and Ensemble 
Algorithms 

Decision 
Variables Interval 

kNN 
number of 
neighbors 

[3 to 21, incremented by 1] 

LDA tolerance 0.0001 

LR - - 

DT - - 

NB - - 

AB Estimator 
[1 to 100, incremented by 5] 

SAMME,SAMME.R 

GB 

number of trees 
[11 to 71, incremented by 1] 

 

seed [1 to 11, incremented by 1] 

 
 
 

Gradient Boosting (GB) also combines multiple ML algorithms based on weights. It 

collects weak learners and make a new stronger learner and works as a team. A data set 

is applied to this algorithm in order to get the best result out of it. The GB has got 2 types 

of algorithms; one of them is SAMME.R and the other one is SAMME. Each algorithm’s 

decision variable values are listed in Table 2.1 (shaded part) 
2.4 Proposed PSO Based Weighted Ensemble Approach 
        The workflow for the proposed algorithm is given in Figure 2.3 which combines five 

different ML algorithms explained in Sect. 2.3, by using a novel weighted ensemble 

approach blended with Particle Swarm Optimization (PSO) technique to detect the faults 

on the power system accurately. The proposed approach is explained with the following 

steps:  

 

Collect the data from the sensors and all other parts of the systems, e.g. SCADA, to train 

the system periodically.  

For each ML algorithms, the best decision variables of the techniques are calculated with 

Brute-Force approach as given in Sect. 2.4. 
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The weights of ML algorithms for the bagging process, which is based on soft-voting 

technique, are calculated by Particle Swarm Optimization module. Thus, PSO will give 

the best set of weights for the soft-voting approach. In that part, bagging is applied with 

the PSO calculated optimized weights until the next training time window.  

1- The ensembling process uses a minimum 2 and maximum 5 ML 

algorithms according to PSO results. In that part also cross validation was 

applied to dataset to evaluate the predictive performance of the model 

results in training dataset step. In doing that one of the well-known 

method, K-Fold Cross Validation, is applied as cv=5. That means, 80% of 

data was chosen for training part and 20% of data was for testing purposes. 

2- Self-healing algorithm has been developed which is adaptive against the 

structural changes and the algorithm collects the data and control the 

power system in case of any faults. Based on each algorithm weights 

obtained in step-4, power system control action is triggered, in this case, 

in PSCAD simulator. 

3- Re-train the whole system when the system hits the structural or 

behavioral changes and re-calculate the optimum values by following the 

same steps to obtain best weights for each algorithm which is self-

improved algorithm ability.  

 
 
 
 
 

Figure 2.2 Bagging and boosting methods 
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4- If there is no structural change e.g., add/drop a new line, adding new 

renewable sources, step-6 would be remained. 

 

 

Figure3. Workflow for the PSO based weighted 

ensemble algorithm 

Figure 2.3 Workflow for the PSO based weighted ensemble algorithm. 
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Since each algorithm has pros/cons for different characteristics of datasets, all of them 

are combined together that couples the powerful sides of each. As a result, the proposed 

method becomes flexible and adaptive in case of any structural changes, which is very 

normal and frequent behavior of the power system. This method does not require to apply 

any signal processing techniques or any other pre-processing method like feature 

selection techniques, but at the same time, it can obtain very high accuracy even with raw 

data. Most of the methods use feature selection techniques to analyze the training data to 

obtain high accuracy results for the given data set. However, the same selected features, 

or parameters that used in the specific algorithm, can fail on another dataset, or scenario, 

because of its different characteristics. Thus, the proposed methods should be 

dynamically adapted to the collected data, which is rare and hard to optimize and apply 

to the real environment. It is noted that, with the proposed method, real-time processing 

could be possible since it has an ability to work with unprocessed newly collected data, 

as one of the powerful sides with the self-healing adaptive background.  

In the ensemble method, the key point is that the system will give 0 weight to the 

algorithm if it is not needed in the selected set. Each weight represents the power rate of 

the algorithm for the given data set during the soft-voting process. The PSO finds the best 

bag and provides the weights for each classifier in the combination.  The generalized 

approach is shown below: 

 

M = {mla%, mla6, …mla9},										ML	Algorithms																																			(5.1)	

𝑲 = {𝒊𝟎, 𝒊𝟏, … , 𝒊𝒌},																		𝑪𝒍𝒂𝒔𝒔	𝑳𝒂𝒃𝒆𝒍𝒔                                           (5b) 

𝑾 = {𝒘𝟏, 𝒘𝟐, … ,𝒘𝑵},															𝑾𝒆𝒊𝒈𝒉𝒕𝒔                                               (5c) 

𝛉(𝐌,𝐖,𝐊) = 𝐚𝐫𝐠𝐦𝐚𝐱
𝐢

	 ∑ 𝐰𝐣 ∗ 𝐩p𝐦𝐥𝐚𝐣r𝐢)𝐍
𝐣$𝟏                                             (5d) 

𝑷𝑺𝑶(𝒎𝒍𝒂𝟏, . . ,𝒎𝒍𝒂𝑵) = {𝒘𝟏, … ,𝒘𝑵}                                                 (5e) 

	
Where, M is the set of weak machine learning algorithms represented by mla, K 

represents the class labels -which is ‘fault’ or ‘not fault’ in the scope of this paper-, W 

shows the weights of the algorithms.  𝜃(𝑀,𝑊,𝐾)  is the function of the bagging process, 

and PSO calculates the optimal set of weights for 𝜃(𝑀,𝑊,𝐾) that obtains the highest 

accuracy. 

The main purpose behind this idea is explained in Figure 2.4 with a mock-up example. 

With the proposed method, each algorithm will close the gaps of other collaborative 
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algorithms and try to get a consensus all together if there is a fault or not. However, this 

consensus should also be as fast as possible because of the time limitation while working 

in real-time environment. By using the best-scored classifiers combination and their 

calculated weights, the proposed model will be able to run the ensemble algorithm in real-

time for islanding detection. Please note that the weight calculation process is computed 

just once unless there is no modification on the power system topology. In case of any 

structural changes in the power system model, the proposed algorithm will detect that 

difference and train itself again and again until reaches the saturation. 

2.4 Result and Discussion 
        Islanding or fault situation must be detected as fast and accurate as possible, and for 

this purpose conventionally signal processing techniques have aided to obtain great 

predictions with machine learning algorithms. In addition to these techniques, many 

feature selection methods are applied in most of the technique in the literature to deal with 

deficiencies and system defects. However, it focuses on the given dataset and provides 

excellent results for the specific state. When the technique provides high accuracy rates 

with feature selection, the same technique could fail on a different or dynamic data 

structure. When a ML algorithm improved and specialized for power system structure it 

cannot be used on different structures or it can fail in case of any difference in the power 

system structure. Thus, most of the common solutions are not applicable in the real 

environment. On the other hand, many improved ML techniques show very high accuracy 

results which means these improved models memorize the data instead of learning. Thus, 

it can be easily recognized when the algorithm results in 100% accuracy when there is 

overfitting problem.  

To overcome these situations, a weighted and self-healing ensemble technique has been 

proposed in this study by choosing 5 most robust machine learning algorithms. The IEEE 

14 bus power system model is used to show the effectiveness of the proposed weighted 

ensemble-based machine learning approach for fault detection. In addition to the well-

known IEEE 14 bus model, the models shown in Figure 2.5, to compare the performance 

under entirely different characteristics of power systems in pointing out its adaptive and 

self-healing schemes. 
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In this scenario, the IEEE 14 bus model system has been modified connecting renewable 

sources at bus 3, 6, 8 by providing intermittency and uncertainties of voltage and 

frequencies to test the proposed method’s adaptivity.  In both cases, PSCAD/EMTDC 

software is coupled with Python to solve the problems and bring solutions in a co-

simulated platform to mimic real-time scenario. PSCAD is being used to simulate the 

power system and Python for implementing ML algorithms. Time step of the co-

simulation is kept as 50µs. By running the simulation 5 sec, 32 millions of data are 

generated for analysis. About 80% of the gathered data is being used for training the 

algorithm and then some part of remaining data e.g., 20% data is used for testing of each 

algorithm. Cross-validation was chosen as five which means algorithms test the next 20% 

part of the dataset and this process continues five times until all data was used for the test. 

Than the results are obtained by taking average of five different accuracy result. For 

example kNN accuracy results are  %89, %93.25, %97, %91, %92.5 for each cross-

Figure 2.4 PSO effects for each ML algorithm 
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validation cycle.  Average of five of the accuracy value is 92.55% as stated in Table 2.2 

Overfitting problem was handled in this way and get more realistic results.  

 

 

After these steps, each ML algorithms (kNN, LDA, LR, NB, DT), boosting algorithms 

(AB,  GB), and finally proposed PSO based ensemble method are investigated and 

compared in terms of effectiveness, adaptivity, and process-time under two different case 

scenarios.  

2.4.1 Case 1: Fault Analysis and Comparison 

The most frequently occurred fault in power systems is single-line-to-ground (1LG) fault 

and it is one of the most difficult ones to detect, compared to severe double-line-to-ground 

(2LG), and three-line-to-ground (3LG) faults. In this study, the 1LG fault has been 

selected and applied randomly for 0.15 s in lines (7-8, 10-11, 9-14, 2-3, 6-12) at 5 different 

time instants (1.6, 2.3, 2.8, 3.8, 4.4), respectively. Different fault locations are chosen to 

observe the effect of the proposed algorithm, as voltage deeps vary randomly which is 

shown in Figure 2.6 Also each busses frequency and phase values have been used for 

prediction process. Figure 2.6 shows just an example of them. 

Figure 2.5 Modified IEEE 14 Bus study system including renewable sources 
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Table 2.2 shows how PSO-based weighted ensemble method, which is a combination of 

multiple (at least 2, up to 5) ML algorithms, can work on-fly effectively compared to 

well-known boosting algorithms fo r on IEEE 14 bus standard model. 

 Table 2.2 also shows a comparison of the proposed PSO-based ensemble method with 

other boosting algorithms (GB and AB), in terms of time and accuracy viewpoints using 

IEEE 14 bus model. Accuracy results show the proposed algorithm is around 5%  more 

accurate, and too much faster then individual and boosting algorithms.  

In process time-wise, PSO-based Ensemble algorithm works faster than other approaches 

because of its bagging scheme  and pre-computed background in which as an evolutionary 

algorithm PSO particles communicate with each other and they use their own previous 

best solution. Thus, it can reach final results very fast way. Each ML algorithms are 

strengthened by PSO, so PSO trains the algorithms to find the best weights, however, this 

process merely happens one time unless the power system structures are kept constants. 

 
 
 
 
 
 
 
 
 

Figure 2.6 Voltage response at bus 9 (1LG fault) 
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Table 2.2 Decision parameters and accuracies for each classifier on Classical IEEE 14 Bus model 

Algorithm Parameters 
Algorithms 

Individual Process 
Times (s) 

Accuracy 
Results % 

K Nearest Neighbor Neighbor=9 1.7 92.55 

Linear Discriminant 
Analysis 

Tolerance=0.0001 
Solver=svd 

1.49 92.35 

Logistic Regression - 2.3 80.93 

Naïve Bayes - 0.6 73.12 

Decision Tree 
criterion=gini 
splitter= best 

2.0 71.12 

AdaBoost - 0.57 93.13 

Gradient Boosting - 0.29 92.85 

 
PSO-Ensemble 

 

 
PSO Weights of Combination  
of 5 ML Algorithm                       0.021 

                                       
kNN 0.51 
LDA 0.49 
LR 0.24 
DT 0.14 
NB 0.82 

 
 

97.93 

 
On the other hand, the same collected dataset used for comparison with boosting 

algorithms and the proposed method gives better results both in terms of both process 

time and accuracy. Bagging application is faster than any other boosting algorithms (AB 

and GB) due to the parallel processing structure. In the proposed method, different 

powerful ML algorithms close their gaps as working together. That is the reason why the 

proposed method gives better results. 

2.4.2 Case 2: Power System Structure Adaptivity Test 

As mentioned earlier, the structural change is reflected in the simulation by adding 3 

renewable sources at bus 3, 6, 8 and this system is named as modified IEEE 14 Bus model 

to test the proposed method in adaptivity and self-healing. The 1LG fault is considered in 

this case too and captured data-set of the voltage signal from Bus 9 is considered for the 

analysis.   
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Each individual well-known algorithm and boosting algorithms are tested and compared 

with the proposed method using modified IEEE 14 bus model. In this case, accuracy 

results can be seen in Table 2.3 which shows proposed method adaptivity is very high 

when compared with other methods. Table 2.3 also shows that the proposed method 

provides almost 5% better accuracy performance compared to boosting algorithms and 

individual ML algorithms accuracy results in modified IEEE 14 bus model. 

 
 
 
 

Table 2.3 Decision parameters and accuracies for each classifier on Modified IEEE 14 Bus model 

(with PV) 

Algorithm Parameters Algorithms Individual 
Process Times (s) 

Accuracy Results 
% 

K Nearest 
Neighbor 

Neighbor=9 1.94 92.61 

Linear 
Discriminant 

Analysis 

Tolerance=0.0001 
Solver=svd 

1.63 87.38 

Logistic 
Regression 

- 2.45 76.3 

Naïve Bayes - 0.83 84.5 

Decision Tree 
criterion=gini 
splitter=best 

2.13 82.38 

AdaBoost - 0.57 81.23 
Gradient  Boosting - 0.29 91.35 

PSO-Ensemble 
 

PSO Weights of Combination  
of 5 ML Algorithm 

 
                   
      0.036 

kNN 0.69 
LDA 0.40 
LR 0.39 
DT 0.23 
NB 0.85 

 
96.68 

 
 

Different algorithms result clearly show (in Table 2.3) that some ML algorithms can 

provide high accuracy(kNN and GB accuracies are more than 90% as in Table 2.3) on the 

other hand some ML algorithms cannot reach high accuracy levels on different structure 

of power systems. That is the main reason to develop the bagging-based ensemble 

algorithms to strength deficiencies and weaknesses in ML algorithm in different scenarios 

and/or structures. 
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It is noted that Gradient boosting works more accurate than Adaboost on modified IEEE 

model. The main reason for that is by adding renewable sources the gathered data had 

more noise because of voltage/frequency fluctuations, and therefore, the Adaboost 

algorithm can be easily defeated by noise when compared with Gradient Boosting. With 

respect to accuracy and process time, the proposed PSO based Ensemble method shows 

very high results over boosting algorithms. It is shown that the proposed method has an 

adaptive characteristic, and it can work way better than any platform without changing 

pre-computational techniques so that it provides a specific solution for a given data set. 

Since the PSO weights are calculated dynamically, whenever needed, the PSO-based 

Ensemble method can be easily adapted in different schemes and power topologies, so 

that it can train and predict data at the same time. 

The performance of the PSO-based Ensemble method is significantly not affected in 

uncertain cases in voltage and frequencies such as adding renewable sources. That means 

the addition of renewable sources affects the individual machine learning algorithms' 

performance, however, the proposed method progress well even in this situation.  

 

2.4 Test Results 
The PSO-based Ensemble method is proposed in this study to detect faults in the power 

system. The proposed algorithm is tested on IEEE 14 bus system and modified model by 

adding newly commissioned renewable sources as a means to present the case of 

structural change of power system. In the proposed method, there are no signal processing 

or feature selection techniques needed, and just raw dataset has been used for the 

prediction. Thus, the proposed method is not just specialized for the dataset, it is also 

adaptive and flexible for any kind of structure-based dataset. It is found that the proposed 

method provides much accurate results than individual machine learning algorithms using 

both IEEE models (original and modified). The proposed method’s accuracy rates are 

acquired as 97.93% for IEEE classical model and 96.68% for the modified model. While 

IEEE 1547 standards allow 2 seconds delay to detect the possible faults, proposed method 

got better results up to 0.021s for IEEE 14 bus and 0.036s for the modified IEEE 14 bus 

model. This means, the computational time is almost 1% of IEEE standards which is small 

enough for power system study. Thus, the proposed method will provide higher and faster 
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results than the most popular machine learning algorithms and also provides adaptivity 

for any structural changes. 
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Chapter 3 

Initialization Methods Applied on Deep 

Learning Algorithms on PV Power Plants  

        ML applications are not computer programming, like traditional computer 

algorithms. ML creates a special algorithm for a given data/situation which exactly fits 

the system.  

         In the power system, researchers are faced with different problems that are so close 

to needed ML applications. Power transmission and distribution problems depend on too 

many variable states. So, there are some solutions applied on power system. In this 

chapter we will check the algorithms and their methods refer to combining weak learning 

algorithms and transform them into a strong learner with additional processes. Weak 

learners can work sequentially, and each predictor tries to fix the previous results via the 

boosting method. The other approach is to combine the results of weak learners with the 

bagging method. As a result, the proposed method becomes flexible and adaptive in case 

of any structural changes, which is very normal and frequent behavior of the power 

system. This method does not require to apply any signal processing techniques or any 

other pre-processing method like feature selection techniques, but at the same time, it can 

obtain very high accuracy even with raw data. Most of the methods use feature selection 

techniques to analyze the training data to obtain high accuracy results for the given data 

set. 
	

3.1 Introduction 

         With the increase in population and technological developments since the last 

century, the world has more demand to deliver. However, as a result of excessive and 

irregular use of fossil fuels, it causes a series of environmental problems such as climate 
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change, global warming, air pollution and acid rain. Capturing solar energy through 

photovoltaics panels to generate electricity has been in demand in the field of renewable 

energy since recent years, and the most important reason for this increasing demand is 

the rapid growth perspective and high investment levels after decreasing fossil resource 

reserves [31]–[34].  

         The energy generation has cons with respect to power generation consumed as it 

produced. So, it requires planning in advance for producers and consumers as well. That 

should be optimized to keep stable operation in power systems. One of the important 

factor to help these stable operation is to have an accurate generation forecasting, that is 

not an easy task. There are many environmental factors that affect the energy production 

of solar panels (wind intensity, pressure, humidity, etc.) which they are depended on 

whether situations and directly unpredictable. So, it is very important for transmission 

and distribution aggregators to obtain energy production information and accurate 

forecasting models. So, there are many different types of systems, especially tens of 

thousands machine learning implementations, have been developed to forecast more 

accurate energy production for intra-day and day-ahead energy market.  

         Artificial Intelligence (AI) and Deep Learning (DL), which have been popular 

recently, appears as applications in many different places in daily life. DL is a field of 

study that covers Artificial Neural Networks (ANN) with one or more hidden layers. In 

summary, the computer uses at least one ANN from the input data at hand and obtains 

new output data with many different algorithms. AI is the ability of a machine to exhibit 

human-like skills such as reasoning, learning, planning and creativity. The important 

point here is that non-intelligent entities can solve problems, and the automation method 

is uncertain. DL consists of three layers, the input layer, the hidden layers, and the output 

layer. While the input data is transferred to the system in the input layer, it performs 

different type of mathematical calculations on the inputs in the hidden layer. One of the 

difficulties in creating ANN is to decide the number of hidden layers as well as the 

number of neurons for each layer. In the output layer, shows the output data obtained with 

the help of the previous hidden layer. The connections in between are called artificial 

neural networks. The connection of ANN with each cell are called weights that take 

coefficients value between 0 and 1[35]. In order to obtain accurate model and satisfying 

results the weights of input-hidden-output layers’ weights must be calculated accurately.  
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         Most of the problems encountered in ANN are gradient disappearance/burst 

problems encountered during the training phase. Some of the basis weight assignment 

techniques offer a solution to this problem, but do not provide sufficient effectiveness in 

general [36], [37]. Studies have been made to improve performance by analyzing weight 

initiation techniques using methods such as gradient descent. The algorithms are mostly 

created with traditional weight initialization techniques. However, models created with 

traditional weight initialization techniques do not have high performance in learning 

capacity [38]. The combination of traditional weight initiation techniques and their 

features play a major role in the accuracy of the model. Comparison of different weight 

initialization techniques used in ANN provides clearer information about the performance 

of the model. Since random weight initiation techniques affect what the model will do in 

the training phase, different techniques should be used in the training phase [39], [40].  

         In the literature, there are four most used weight assignment methods are Xavier, 

LeCun, He, Random. Random Initialization for neural networks aims to break symmetry 

by randomly initialized weights. These methods initialize the weight values to be close to 

zero and as a result, the symmetrical distribution is broken. In this way, each neuron does 

not repeat the same calculation anymore, and in addition, all bias values can safely start 

with the same value. These randomly initialized weights are optimized using different 

approaches with gradient descent techniques. The new weight coefficients obtained after 

the optimization process reduce the margin of error in the estimation algorithm and 

provide a better result [41]. However, the most significant disadvantage of this method is 

that if the weight value is too large or small, the margin of error increases [42], [43]. For 

He method Recent deep Convolutional Neural Network (CNNs) are often initialized by 

random weights assigned from Gaussian distributions [41] . Difficulties were observed in 

converging very deep models created with the constant standard deviation [44]. In the 

following, Kaiming He et al. derived a theoretically more capable initialization method 

by taking ReLU/PReLU into account. This technique is focused on composing the weight 

assignment more effective as a result of a variance- based formulation process with some 

assumptions formed. At the end of this initialization technique, the gradient loss that will 

occur in forward and backward propagation operations is prevented. Xavier Initialization 

the method also called Glorot Initialization, was first introduced when Xavier Glorot and 

Yoshua Bengio published their landmark paper "Understanding the Challenge of Training 

Deep Feedforward Neural Networks"[45]. The assignment system using method 
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functions that approach symmetrically and symmetrically around a certain value that was 

used before has changed with this method. The purpose of Xavier Initialization is to keep 

variance and gradient popping or vanishing to a minimum. It provides this process by 

initializing the weights so that the variance of the activations is the same in each layer 

[46]. The initializing values of the weights may have a considerable effect during the 

training. Weights have to be chosen randomly. However, the activation functions are 

principally activated in their linear regions. LeCun Yann et al. argue that learning weights 

are very small or very large then the activation function performs slow learning with the 

saturation of results in small gradients. Reaching this state requires the normalization of 

the learning set, the selection of the activation function, and the coordination of the weight 

initialization method. It is stipulated that the distribution of the outputs of each node has 

a standard distribution of approximately 1 [47]. Normalizing the training set in this input 

layer should be achieved. Therefore, As Boulila Wadii indicate that LeCun initialization 

solves the increasing variance with the number of inputs and sets constant variance [48], 

[49]. The biggest disadvantage of the Lecun Initialization method is that it is created only 

for activation functions that can be differentiated at z = 0, and it is produced for use with 

the tanh activation function. As mentioned above, there are multiple weight initialization 

methods in deep learning algorithms.  

         The proposed method, the Heuristic Vectorized Method, aims to be used in the PV 

forecasting on data sets with a few and many variables. Heuristic Vectorized Learning 

method offers flexibility in increasing the performance of the algorithm in artificial neural 

networks. The contribution of the Heuristic Vectorized Learning method is as follows. It 

has a faster and more effective way of solving problems than basic neural network 

algorithms by examining the relationships between minimum information and data. This 

system basically performs weight initialization by examining rows and columns where 

other variables remain constant while one variable changes, calculating the effect on the 

desired output. This new method will then be compared with the aforementioned Xavier, 

He, LeCun and Random initialization methods and its benefits in PV estimation will be 

suggested.  
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3.2 Methodology 

        The process of generating power using solar photovoltaic (PV) includes converting 

energy from the sun into electricity using solar cells. As with all the energy conversions, 

the efficiency is not perfect and requires applications to track and optimize it. The 

efficiency of the conversion is dependent on many environmental factors. In general, the 

nine most important factors will be considered are humidity, weather temperature, cell 

temperature, external cell temperature, wind speed, wind direction, and atmospheric 

pressure. Although, these factors have been used many applications in literature, cloud 

motions and thickness values are neglected to be obtaining correct forecasting.  

        In PV based power systems, there is a massive impact arose from the cost, due to 

lack of accurate forecast of PV generation. Besides to the cost, the frequency balance in 

the system is also corrupted and the power system management becomes an issue [50]–

[54]. The intermittent generation and uncertain behaviors of renewable energy sources 

negatively affect power system operations such as power quality, stability, and reliability 

[55]. To come up with a solution for these problems, there are several approaches 

proposed to forecast the power generation. These approaches contain methods which can 

be categorized into four types as persistence, statistical, machine-learning, and hybrid 

method based on the use of historical data of PV power output and related environmental 

variables (sensor values) [50]–[56].  

        The simplest stochastic learning technique is the persistence forecast which is based 

on current or recent PV power plant or radiometer output and extrapolated to account for 

changing sun angles. Persistence forecast accuracy highly relies on forecast duration as 

cloudiness varies between states [57]. The statistical approach is based on previously 

recorded measured time data series and mostly seen in short horizons. They are simpler 

than physical models due to less input data requirement and less computation efforts for 

the power forecasting [58].  

        In recent years, various machine learning approaches including deep learning 

algorithms such as ANN (Artificial Neural Network), CNN (Convolutional Neural 

Network), RNN (Recurrent Neural Network), and LSTM (Long Short Term Memory) are 

also becoming quite famous in PV Power forecasting [59]–[61]. However, the algorithms 
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developed for PV power forecasting provide accuracy rates generally between 90%-95% 

around the world because of the number of environmental and conditional changes that 

affect the power generation process such as temperature, humidity, air pressure, panel 

shadowing, and wind etc. Moreover, machine learning includes the complexity of 

computation along with the desirable accuracy rates.  

        Majority of the parameters that changes in a day are not far from predictability, but 

because of the stochastic structure of cloud motions, power generation process evolves to 

unforecastable scheme. As the clouds move between panel and the sun, the energy 

generation ratio drops to considerably an insufficient level. A study shows that multiple 

deep learning models with the integration of both static sky image units and dynamic sky 

image flow are explicitly explored for short-term prediction of cloud motion. Even if the 

developed model successfully detects and segments the clouds, it is not capable of 

forecasting ahead of one hour. In addition, the examined systems do not have the data 

abundance of the newly developed system, that is, environmental data such as 

temperature and humidity were not used except for the camera image. For this reason, the 

newly developed model has longer forward forecasting and better accuracy than 

previously designed models [62]. For the short-term PV Generation forecasting, it is 

obvious that without investigation of cloud motion, this study reveals that following the 

clouds in very short 15-minute forward forecasts increased the accuracy of the system by 

2%. Moreover, when this result is compared with the newly designed model, the newly 

designed model has increased its accuracy by approximately 4% with cloud motion and 

thickness data. However, this increase is for a forward- hour forecast, not for a very short 

term of 15 minutes. [14].  

        Deep learning-based cloud detection and segmentation studies, in which sky images 

were collected with the fisheye camera used in previous years for solar energy 

forecasting, resulted in a commendable accuracy with 15-minute and less forward 

forecasting [62]–[65]  

        There are forward-looking PV forecasting studies in different methods than the 

proposed model. Deep learning algorithms Back Propagation Neural Network (BPNN) 

and different cloud segmentation algorithms k-means clustering have been used [65]–

[67]. The main differences from the proposes system are that the cloud thickness is not 

included in the cloud movement forecasting, as the forecast time increases, the accuracy 
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values decrease rapidly. The proposed deep learning model gives results with very high 

accuracy in the forecasting ahead of one hour by integrating the cloud thickness into 

forecasting.  

        Considering the aforementioned issues aspects, this study was developed by 

incorporating cloud thickness as well as cloud motion into the estimation of energy 

production in the deep learning model. In the forecasting process, algorithms were 

developed for cloud thickness, cloud movement, and sun position, and a system was 

created to feed the deep learning algorithm. And data collection hardware application for 

learning the deep learning algorithm was also carried out. The main contributions are 

summarized as follows:  

• Cloud thickness-motion forecast integrated in PV forecasting by using multiple 

convolutional neural networks mainly named as the adaptive simple linear 

iterative clustering (A-SLIC) algorithm has been proposed. 	

• Deep learning-based Cloud Detection has been used. Cloud motion forecasting 

handled by using A Gated Recurrent Unit (GRU) that is one of the types of 

Recurrent Neural Network. 	

• Creating an integrated cloud motion and thickness deep learning model by 

combining cloud motion and thickness estimation results with environmental 

factors. 	

• Not only the collected data were utilized in simulation environment, but also the 

hardware implementation was carried out in a real university environment.  

• ANN consists of more than one layer and there are weights between both layers. 

These weights are used to calculate the data in the next layer, which is a linear 

transformation of the values in the previous layers, is used to calculate these 

weights. 

• The heuristic vectorization method is defined as a problem-solving technique that 

examines and uses minimal information, past results, or relationships between 

data to produce an applicable and practical solution to a specific problem in a short 

time. 

      According to these contributions, in this part we will check different types of applied 

weight initializations on DL layers, 4 of the most used weight assignment methods are 

Xavier, LeCun, He, Random. In this section, the weight initialization methods and finally 
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Heuristic Vectorized Learning Method (HVLM) will be mentioned by next chapter going 

down, with its mathematical fundamentals and results. 

3.2.1 Random Initialization 

        Random initialization weights are assigned close to 0 and tests are started after these 

assignments. The importance of random start weight assignment is explained by a new 

approach to deep ANN pruning called the Lottery Ticket Hypothesis (LTH) [20]. It 

suggests that there are random subnets ("winning lottery tickets") that can achieve similar 

or better performance than the entire model with the same number of training steps 

according to the LTH approach. After this step, the remaining parameters are reset to their 

random initial state, and the subnets can then be retrained to a similar optimum compared 

to the original larger network. As can be understood from here, this subnet is not related 

to any organization that emerged during the training. This subnet is a subset of random 

initial weights. The LTH [21]–[23]approach suggests that the weights are highly 

correlated. In addition, that suggests that it may not require training to achieve high 

productivity. Results from the article Effect of Initial Configuration of Weights on 

Training and Function of Artificial Neural Networks have been successfully trained 

together with the Stochastic Gradient Descent (SGD) [24] method of ANNs. As a result 

of this training, it was determined that the initial configuration of the weights approached 

its close neighborhood. It has been confirmed that random initialization has great positive 

effects on training and model performance with these studies.  

An ANN function for the supervised classification of data in deep learning is given below 

(Eq.1).  

           𝒇0𝒙, ∅𝒇3 = 𝒚																									                                                        (1) 

In this function. 

x: input image parameter 

y: the assigned class label parameter θ: model parameter  

In the above equation, f is called the model architecture, and several approaches exist to 

create this model architecture function [25], [26]. One of these approaches is random 

initialization. In this method, we obtain the model weight parameters θ = Wnl, nl+1,1, 
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which is a collection of randomly initialized weight matrices. All matrices represent the 

connections between two successive layers. These randomly initialized weights are 

optimized using different approaches with gradient descent techniques. The new weight 

coefficients obtained after the optimization process reduce the margin of error in the 

estimation algorithm and provide a better result [11].  

 

3.2.2 Xavier Initialization 

        As mentioned above, the method, also called Xavier Initiation, Glorot Initiation, was 

first introduced as an idea by Xavier Glorot and Yoshua Bengio [15], and with this 

method, landmark research in weight initiation began. Xavier initialization is an attempt 

to improve the initialization of neural-generated and accordingly network-heavy inputs 

to avoid some of the common problems that exist in machine learning. One of the most 

important features of Xavier initialization is that the variance of the outputs of a network 

layer must equal the variance of the inputs. With this feature, high accuracy is achieved 

with the weights initiated in machine learning. As a result of recent studies, the 

researchers stated that Xavier initialization facilitates better results of accuracy by 

choosing the neuron activation functions in a reasonable range in machine learning 

technologies, by weight-balanced initialization. In addition to these, it is suitable for use 

in different areas by working with more than one activation function.  

Activation functions with which it operates:  

- Linear Activation Function 

- Tanh Activation Function 

- Logistic Activation Function - SoftMax Activation Function  

Xavier Initialization aims to initialize weights such that the variance of activations is the 

same at each layer. With this method, constant variance values help prevent the gradient 

from bursting or disappearing.  

To help derive the initialization values, the following simplifying assumptions should be 

examined in turn.  
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Ø Weights and inputs must be zero-centered. 

Ø Weights and inputs are independent and must be initialized in the same way. 

Ø It is necessary to initialize the biases to zero. 

Ø It is necessary to use the tanh () activation function, which is approximately linear 

with small inputs. 

which is approximately linear with small inputs.  

The full derivation gives the following initialization rule for all weights.   

𝑽𝒂𝒓z𝒂𝒊
[𝓵E𝟏]{ = 𝑽𝒂𝒓 z𝒂𝒊

[𝓵]{					                                                       (2)	

= 𝑽𝒂𝒓 z𝒛𝒊
[𝓵]{		                                                                     (3) 

The first equation linearity of tanh  is around zero which means that tanh(z)≈z. After 

that step, 

= 𝐕𝐚𝐫 z∑ 𝒋$𝟏
𝒏[𝓵$𝟏]  𝒘𝒊𝒋

[𝓵]𝒂𝒋
[𝓵E𝟏]{                                                        (4) 

= ∑I$%#[ℓ$(]  𝑉𝑎𝑟 z𝑤!I
[ℓ]𝑎I

[ℓE%]{                                                          (5) 

In the second step of equation, variance of independent sum equation is calculated as a 

Var(X+Y) =Var(X)+Var(Y). 

= ∑I$%#[ℓ$(]  𝐸 �𝑤!I
[ℓ]�

6
Var	 z𝑎I

[ℓE%]{ + 𝐸 �𝑎I
[ℓE%]�

6
Var	 z𝑤!I

[ℓ]{ + Var z𝑤!I
[ℓ]{𝑉𝑎𝑟 z𝑎I

[ℓE%]{		          (6)	

 

In the third step of equation, variance of independent product equation is calculated as. 

𝑉𝑎𝑟(𝑋𝑌) = 𝐸[𝑋|6 𝑉𝑎𝑟(𝑌) + 𝐸 ∣ 𝑌]6 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑋)𝑉𝑎𝑟(𝑌)																																				(7) 

At the final step of equation shown in below shows final result of equation 

= 𝑛[ℓE%] 𝑉𝑎𝑟 z𝑤!I
[ℓ]{𝑉𝑎𝑟 z𝑎I

[ℓE%]{ 	 ⟹ 𝑉𝑎𝑟(𝑊) = %
#[ℓ$(]		

			                               (8) 
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3.2.3 He Initialization 

Difficulties in weight convergence are observed in Deep Neural Network models when 

the weights are initialized using a normal distribution with a fixed standard deviation. 

This is because the variance of the weights is not considered, resulting in activation values 

that are too high or too low, resulting in gradient problems that explode or disappear 

during backpropagation. This problem becomes even greater as the depth of the Neural 

Network increases. Kaiming He et al. developed the He initialization technique for the 

ReLU activation function, which also considers the activation function [14]. 

 

First things first, we need to know that X and Y are independent random variables. The 

X term refers to the inputs, and the Y term refers to the output obtained as a result of the 

prediction. W term represents the weights of the layers. 

 

𝑉𝑎𝑟(𝑋 + 𝑌) = 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌)                                                    (9)	

𝑉𝑎𝑟(𝑋𝑌) = 𝑉𝑎𝑟(𝑋)𝑉𝑎𝑟(𝑌) + (𝐸[𝑋])6𝑉𝑎𝑟(𝑌) + 𝑉𝑎𝑟(𝑋)(𝐸[𝑌])6	                    (10) 

 

Assume that 𝑦! = 𝑊! ∗ 𝑥! + 𝑏! and 𝑥!(% = 𝑓(𝑦!); k is layer number and f is 

activation function. In these equations y, x and b are column vectors and W is a matrix. 

These equations valid for Feedforward NNs as well as CNNs. Assumptions valid for each 

k layer which is made to achieve the He initialization. 

∗ 				𝑊! 	𝑎𝑛𝑑	𝑦! 	ℎ𝑎𝑣𝑒	𝑧𝑒𝑟𝑜	𝑚𝑒𝑎𝑛	𝑎𝑛𝑑	𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐𝑎𝑙	𝑎𝑟𝑜𝑢𝑛𝑑	𝑧𝑒𝑟𝑜 

∗ 		𝐹𝑖𝑟𝑠𝑡	𝑝𝑎𝑟𝑡, 𝑏! 	𝑖𝑠	𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒𝑑	𝑡𝑜	𝑧𝑒𝑟𝑜	𝑣𝑒𝑐𝑡𝑜𝑟, 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑙𝑦	𝑑𝑜	𝑛𝑜𝑡	𝑟𝑒𝑞𝑢𝑖𝑟𝑒	𝑎𝑛𝑦	𝑏𝑖𝑎𝑠	𝑣𝑎𝑙𝑢𝑒 

∗ 		𝑊! , 𝑥! 	𝑎𝑛𝑑	𝑦! 	𝑖𝑛𝑑𝑒𝑝𝑒𝑛𝑑𝑒𝑛𝑡	𝑜𝑓	𝑒𝑎𝑐ℎ	𝑜𝑡ℎ𝑒𝑟 

 

𝑊! coefficients have been replaced with W coefficients in order to analyze the formulas 

more easily. Each element for 𝑦" forward equations valid for all y. 

	
𝑦! = 𝑊!% ∗ 𝑥% +𝑊!6 ∗ 𝑥6 +⋯+𝑊!# ∗ 𝑥# + 𝑏! 	                                       (11)	

𝑉𝑎𝑟(𝑦!) = 𝑉𝑎𝑟(𝑊!% ∗ 𝑥% +𝑊!6 ∗ 𝑥6 +⋯+𝑊!# ∗ 𝑥#) 	= 𝑛 ∗ 𝑉𝑎𝑟p𝑊!I ∗ 𝑥I�	                  (12)	

																= 𝑛 ∗ (𝑉𝑎𝑟p𝑊!I� ∗ 𝑉𝑎𝑟p𝑥I� + p𝐸�𝑊!I��
6 ∗ 𝑉𝑎𝑟p𝑥I� + 𝑉𝑎𝑟 z𝑊!I ∗

p𝐸�𝑥I��
6{																		(13)	



 46 

																= 𝑛 ∗ z𝑉𝑎𝑟p𝑊!I� ∗ 𝑉𝑎𝑟p𝑥I� + (0)6 ∗ 𝑉𝑎𝑟p𝑥I� + 𝑉𝑎𝑟p𝑊!I� ∗ p𝐸�𝑥I��
6{	                   

(14)	

																= 𝑛 ∗ 𝑉𝑎𝑟p𝑊!I� ∗ z𝑉𝑎𝑟p𝑥I� + p𝐸�𝑥I��
6{																																										(15)	

																= 𝑛 ∗ 𝑉𝑎𝑟p𝑊!I� ∗ 𝐸�𝑥I6�																																																																(16)	

 

Important thing to know about He initialization, 𝐸R𝑥)&S 	≠ 𝑉𝑎𝑟V𝑥)W	𝑢𝑛𝑙𝑒𝑠𝑠	𝐸R𝑋)S = 0. 

The cause of that He initialization customized for ReLU activation function which does 

not have zero mean. Since the relationship between x and y is not yet used, we can 

simplify the 𝐸[𝑥)&]  term to replace the 𝐸[𝑥)&] term we found in the previous formula.  

𝐸[𝑥6] = 	∫ 𝑥6K
EK ∗ 𝑃(𝑥)𝑑𝑥                                                          (17)	

											= 		 ∫ 𝑚𝑎𝑥(0, 𝑦)6K
EK ∗ 𝑃(𝑦)𝑑𝑦                                                      	(18)																																																																

	= 		 ∫ 𝑦6K
L ∗ 𝑃(𝑦)𝑑𝑦	                                                              (19)	

					= 0.5 ∗ 		∫ 𝑦6K
EK ∗ 𝑃(𝑦)𝑑𝑦	                                                       (20)	

					= 0.5 ∗ 𝑉𝑎𝑟(𝑦)                                                                   (21)	

By combining previously derived expression of 𝑉𝑎𝑟(𝑦"), to arrive at the general He 

initialization formula, it is possible to time decay of the index number.  

 

𝑉𝑎𝑟p𝑦!0� = 0.5 ∗ 𝑛0 ∗ 𝑊!I
0 ∗ 𝑉𝑎𝑟p𝑦I0E%�	                                      (22)	

𝑉𝑎𝑟p𝑦0� = 0.5 ∗ 𝑛0 ∗ 𝑊0 ∗ 𝑉𝑎𝑟p𝑦0E%�	                                                   (23) 	

𝑉𝑎𝑟(𝑦M) = 𝑉𝑎𝑟(𝑦%) ∗ z	∏ #)

6
∗ 𝑉𝑎𝑟p𝑊0�M

0$6 {		                                 (24) 

To prevent exploding or vanishing gradients problem, variance at the input must be 

equal to variance at the output. This means that each term inside the product must be 

equal to 1.	
#)

6
∗ 𝑉𝑎𝑟p𝑊0� = 1	, ∀𝑙	                                                   (25)	

𝑊	~	𝑁 �0, z 6#){�																			                                         (26) 

As a summary of the He initialization, operations concluded between which values the 

weight assignments would be made. 
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3.2.4 LeCun Initialization 

The feature of LeCun initialization aims to prevent gradients from disappearing or 

exploding during backpropagation. It prevents the disappearance or explosion of the 

gradients by solving the increasing variance with the input numbers and finding the 

constant variance as a result of this solution, with these fixed variances found [18]. This 

method was first proposed by LeCun et al [17], and LeCun initialization aims to prevent 

the vanishing or explosion of the gradients during the backpropagation which is 

mentioned before. In LeCun initiation, the errors obtained in the output layer form a 

function of the activations in the output layer. Therefore, the loss or explosion of gradients 

in the output layer will cause more errors in the operations to be performed on the other 

layer.   

As a result, activations explode or disappear during forward propagation. For this 

reason, LeCun aimed to prevent activations from exploding and disappearing. One of the 

biggest features of the LeCun method and also the biggest disadvantage is that LeCun 

initialization initially only works with the tanh activation function, but today with the 

development of the sigmoid activation function, it can also be used with sigmoid. 

However, its use is still limited compared to other initialization methods. 

 

Var	 ^ℤ%
[%]` = ∑  )  𝔼V𝑤)W

&Var	V𝑥)W + 𝔼V𝑥)W
&Var	V𝑤)W + VarV𝑥)W 𝑉𝑎𝑟V𝑤)W            (27) 

∀𝑉𝑎𝑟 zℤ%
[%]{ = ∑  I  𝑉𝑎𝑟p𝑥I� 𝑉𝑎𝑟p𝑤I�																																																(28)	

∀𝑉𝑎𝑟 zℤ%
[%]{ = 𝑛in	 𝑉𝑎𝑟(𝑤)𝑉𝑎𝑟(𝑥)																																											         (29)	

• Aim: Activations to have the same variance as the features is shown in below 

𝑉𝑎𝑟	 zℤ%
[%]{ = 𝑉𝑎𝑟	(𝑥)

⟹ 𝑛in	𝑉𝑎𝑟	(𝑤) = 1
                                                             (30)	

So, Var	(𝑎𝑋) = 𝑎&Var	(𝑥) ⟹ need to scale our weights by f %
,in 

 

Thus, effectively in LeCun Initialization we initialize weights from 𝑁 ^0, %
,in 
`						(32). 
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3.4 Results of Initialization Methods  
In this section, the accuracy rates obtained by performing tests on the same PV dataset 

using the different starting techniques mentioned above are stated. The schema of the 

created algorithm is 9 (input layer), 10 (hidden layer) and 1 (output layer) as seen in 

Figure 3.1 below. Investigations were made using different weight initiation methods 

between layers. In Figure 3.1, it is seen what the different weight initiation techniques are 

made between the layers and how these combinations are created. In addition, the weights 

obtained by using the Heuristic Vectorized Learning method, on which the algorithm is 

built on this step, are assigned between the input layer and the hidden layer. As can be 

seen in Figure 3.1 for the other layer, the results were examined using different weight 

assignment methods. Supervised learning and LSTM are used in this review code and 

there are 50 epochs in LSTM. In order to examine the accuracy rates of the algorithms, 

the algorithm consisting of combinations of different methods was repeated 100 times 

and the average accuracy rate was calculated.  

 

Figure 3.1 Neural Network Scheme 
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Figure 3.2 Weight Assignment Scheme on Generated Algorithm 

 

3.4.1 LeCun Initialization Method Results 

In the first stage of the combination test, the LeCun method was used to calculate the 

weights between the input and the hidden layer. In the LeCun method, the SeLu activation 

function was used as the activation function. Afterwards, the linear activation function 

was used as the activation function while the Glorot (Xavier) initialization method was 

used to calculate the weights between the hidden layer and the output layer. In the second 

test, while the LeCun method remained constant, the ReLU activation function was used 

as the activation function while the He initialization method was used to calculate the 

weights between the hidden layer and the output layer. In the third test, while the LeCun 

method remained constant, the ReLU activation function was used as the activation 

function in the Random initialization method to calculate the weights between the hidden 

layer and the output layer. The Figure 3.3 represents the results of the tests performed. 



 50 

 

Figure 3.3 LeCun- General Initialization Techniques Test Results 

3.4.2 Glorot (Xavier) Initialization Method Results 

At the first stage of the second combination test, the Glorot initialization method was 

used to calculate the weights between the input and the hidden layer. In the Glorot 

initialization method, the linear activation function was used as the activation function. 

Afterwards, the LeCun initialization method was used to calculate the weights between 

the hidden layer and the output layer with use SeLu activation function. In the second 

test, the Glorot initialization method remained constant, the He initialization method was 

used to calculate the weights between the hidden layer and the output layer with use ReLU 

activation function. In the third test, while the Glorot initialization method remained 

constant, the ReLU activation function was used as the activation function in the Random 

initialization method to calculate the weights between the hidden layer and the output 

layer. The Figure 3.4 represents the results of the tests performed. 
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Figure 3.4 LeCun-General Initialization Techniques Test Results 

3.4.3 He Initialization Method Results 

In the first stage of the third combination test, He weight initialization method, which 

is one of the weight assignments, was used to assign weight between the input layer and 

the hidden layer. In order to see the effect of the He initialization method between the 

input layer and the hidden layer, the initialization methods in the second layer were 

changed by keeping the He method constant in the He initialization tests. He initialization 

method is an initialization technique customized to the ReLU activation function. 

Therefore, its use with different activation functions is not recommended in terms of 

correct operability of the model.   

        In the first test, LeCun was chosen as the weight assignment method between the 

hidden layer and the output layer. The LeCun weight assignment method works with the 

SeLU activation function, which is customized for it. In another test, the Glorot method 

was chosen, and linear activation function was used to calculate the weights between the 

hidden layer and the output layer. In the final test, the Random weight assignment method 

ReLU activation function was used. As a result of the tests performed, the accuracy 

percentages between the forecast and actual values are shown in the charts below. 
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Likewise, when the use of the He initialization method is kept constant between the input 

layer and the hidden layer, the combination results obtained with other methods are 

represented in Figure 3.5 

 

 

Figure 3.5 He- General Initialization Techniques Test Results 

 

 

3.4.3 Random Initialization Method Results 

 

In the first step of the final combination test, the Random weight initialization method 

was used to calculate the weights between the input layer and the hidden layer. It has 

always been applied between the input layer and the hidden layer throughout the tests. In 

the first test, weight assignment was made by applying the He initialization method 

between the hidden layer and the output layer. ReLU activation function is selected in 

Random and He method. In the next test, the LeCun initialization method is applied 

between the hidden layer and the output layer. The SeLU function was chosen as the 

activation function for the LeCun technique. In the last test, weight calculations were 

made by applying the Glorot initialization method between the hidden layer and the 



 53 

output layer. The linear function was preferred as the activation function of the Glorot 

technique. The Figure 3.6 represents the accuracy values of the tests performed as a result 

of different combinations. 

 

Figure 3.6 Random- General Initialization Techniques Test Results 
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Chapter 4 

Heuristic Vectorized Learning Method 

(HVLM) 
 

    Renewable energy penetration levels have increased, especially since the highest 

penetration is reached by solar photovoltaic (PV) integration. Due to the intermittency 

nature of PV production, forecasts have become more important. A new artificial 

intelligence (AI) based weight initialization method, Heuristic Vectorized Learning 

Method, has been applied on PV forecasting system is proposed with integrating the cloud 

thickness, movement of the clouds, and position of the sun.  For higher accuracy, 

monitoring the sky is the best option for intra-day forecasts. Also, the panel shadowing 

model was developed by calculating the cloud thickness, the movement of the clouds, and 

the position of the sun by using a deep learning approach. While cloud motion forecasting 

is handled by using a gated recurrent unit, cloud motion-thickness forecast is integrated 

by using multiple convolutional neural networks. PV generation forecast is obtained by a 

hybrid model for environmental sensor data and panel shadowing model in the deep 

learning-based artificial neural network. It was observed that with the proposed method, 

along with the inclusion of cloud motion-thickness in the energy production forecasting 

in the deep learning model, much better accuracy values were obtained in Abdullah Gul 

University campus, located in Kayseri, Türkiye. The proposed system provides accurate 

one hour-ahead PV forecasting for reliable for the energy markets. 

4.1 Introduction 

      The process of generating power using solar photovoltaic (PV) includes converting 

energy from the sun into electricity using solar cells. As with all the energy conversions, 

the efficiency is not perfect and requires applications to track and optimize it. The 

efficiency of the conversion is dependent on many environmental factors. In general, the 
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nine most important factors will be considered are humidity, weather temperature, cell 

temperature, external cell temperature, wind speed, wind direction, and atmospheric 

pressure. Although, these factors have been used many applications in literature, cloud 

motions and thickness values are neglected to be obtaining correct forecasting.   

        In PV based power systems, there is a massive impact arose from the cost, due to 

lack of accurate forecast of PV generation. Besides to the cost, the frequency balance in 

the system is also corrupted and the power system management becomes an issue [50]–

[54]. The intermittent generation and uncertain behaviors of renewable energy sources 

negatively affect power system operations such as power quality, stability, and reliability 

[68] To come up with a solution for these problems, there are several approaches proposed 

to forecast the power generation. These approaches contain methods which can be 

categorized into four types as persistence, statistical, machine-learning, and hybrid 

method based on the use of historical data of PV power output and related environmental 

variables (sensor values) [50], [56].  

The simplest stochastic learning technique is the persistence forecast which is based on 

current or recent PV power plant or radiometer output and extrapolated to account for 

changing sun angles. Persistence forecast accuracy highly relies on forecast duration as 

cloudiness varies between states [57]. The statistical approach is based on previously 

recorded measured time data series and mostly seen in short horizons. They are simpler 

than physical models due to less input data requirement and less computation efforts for 

the power forecasting [58]. 

In recent years, various machine learning approaches including deep learning algorithms 

such as ANN (Artificial Neural Network), CNN (Convolutional Neural Network), RNN 

(Recurrent Neural Network), and LSTM (Long Short Term Memory) are also becoming 

quite famous in PV Power forecasting [59]–[61]. However, the algorithms developed for 

PV power forecasting provide accuracy rates generally between 90%-95% around the 

world because of the number of environmental and conditional changes that affect the 

power generation process such as temperature, humidity, air pressure, panel shadowing, 

and wind etc. Moreover, machine learning includes the complexity of computation along 

with the desirable accuracy rates. 

Majority of the parameters that changes in a day are not far from predictability, but 

because of the stochastic structure of cloud motions, power generation process evolves to 

unforecastable scheme. As the clouds move between panel and the sun, the energy 

generation ratio drops to considerably an insufficient level. A study shows that multiple 
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deep learning models with the integration of both static sky image units and dynamic sky 

image flow are explicitly explored for short-term prediction of cloud motion. Even if the 

developed model successfully detects and segments the clouds, it is not capable of 

forecasting ahead of one hour. In addition, the examined systems do not have the data 

abundance of the newly developed system, that is, environmental data such as 

temperature and humidity were not used except for the camera image. For this reason, the 

newly developed model has longer forward forecasting and better accuracy than 

previously designed models [62]. For the short-term PV Generation forecasting, it is 

obvious that without investigation of cloud motion, this study reveals that following the 

clouds in very short 15-minute forward forecasts increased the accuracy of the system by 

2%. Moreover, when this result is compared with the newly designed model, the newly 

designed model has increased its accuracy by approximately 4% with cloud motion and 

thickness data. However, this increase is for a forward-hour forecast, not for a very short 

term of 15 minutes. [63]. 

Deep learning-based cloud detection and segmentation studies, in which sky images were 

collected with the fisheye camera used in previous years for solar energy forecasting, 

resulted in a commendable accuracy with 15-minute and less forward forecasting [62], 

[64], [69].  

There are forward-looking PV forecasting studies in different methods than the proposed 

model. Deep learning algorithms Back Propagation Neural Network (BPNN) and 

different cloud segmentation algorithms k-means clustering have been used[65]–[67].  

The main differences from the proposes system are that the cloud thickness is not included 

in the cloud movement forecasting, as the forecast time increases, the accuracy values 

decrease rapidly. The proposed deep learning model gives results with very high accuracy 

in the forecasting ahead of one hour by integrating the cloud thickness into forecasting. 

Considering the aforementioned issues aspects, this study was developed by 

incorporating cloud thickness as well as cloud motion into the estimation of energy 

production in the deep learning model. In the forecasting process, algorithms were 

developed for cloud thickness, cloud movement, and sun position, and a system was 

created to feed the deep learning algorithm. And data collection hardware application for 

learning the deep learning algorithm was also carried out. The main contributions are 

summarized as follows: 
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• Cloud thickness-motion forecast integrated in PV forecasting by using multiple 

convolutional neural networks mainly named as the adaptive simple linear 

iterative clustering (A-SLIC) algorithm has been proposed. 

• Deep learning-based Cloud Detection has been used. Cloud motion forecasting 

handled by using A Gated Recurrent Unit (GRU) that is one of the types of 

Recurrent Neural Network. 

• Creating an integrated cloud motion and thickness deep learning model by 

combining cloud motion and thickness estimation results with environmental 

factors. 

• Not only the collected data were utilized in simulation environment, but also the 

hardware implementation was carried out in a real university environment.  

4.2 Sensor Based PV Forecasting 

        In the deep learning algorithm, environmental variables are used for future PV 

energy production forecasting. Cloud images are collected with a 170-degree fish-eye 

camera. In addition, there are sensors that collect humidity, weather temperature, cell 

temperature, external cell temperature, wind speed, wind direction, and atmospheric 

pressure data. The sensor and camera are installed on the roof of a building with PV for 

real application in Abdullah Gul University campus, as can be seen in Figure 4.1 
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Figure 4.1 Sensors and Fisheye Camera Installation 

 

A Raspberry Pi 3 is embedded in the hardware system for recording and remote 

communication with the environmental variables. By programming, Raspberry starts 

collecting data early in the morning and finishes the data collection process at the end of 

the day. Humidity, weather temperature, cell temperature, external cell temperature, wind 

speed, wind direction, atmospheric pressure data and sky images to be used in the cloud 

motion thickness model are collected. Recorded data can be retrieved at any time by 

establishing a remote connection with raspberry. 

PV production data is obtained from the PV panels installed in university. It consists of 

5 minutes average data of PV production data. After the environmental variables and PV 

production data were collected, the dataset was started to be created. One hour of PV 

production data consists of 12 pieces of data which 5-minute average for an hour of power 

generation. On the other hand, the average of the data of environmental variables was 

fixed in a way that 12 features of data per hour to match features and power generation. 



 59 

The dataset includes 8 days of environmental variables and 8 days of PV production. 

Thus, it contains 80 hours of historical data in total. A separate visual dataset was created 

for 8-day sky images to be used in the cloud motion thickness model. The dataset 

containing environmental data and PV production will be used in the Sensor Based PV 

Forecasting model. 

 

 

4.3 Cloud Motion and Thickness Forecast 

 

In this part, it is possible to propose multiple convolutional neural networks created for 

high-resolution remote-sensing imagery. The main method used is to apply the adaptive 

simple linear iterative clustering (A-SLIC) algorithm to the segmentation of the raw input 

images. Convolutional neural networks’ (MCNNs) architecture separates multi-scale 

features from each super pixel. Considering the outputs, the cloud is classified into 

different forms of cloud. A model contains four convolutional layers and two fully 

connected layers. The input is clustered into sub-region through a simple linear iterative 

cluster (SLIC) method. This model is able to identify whether the cloud is thin or thick 

[70], [71]. Deep learning is applied to the raw image fed by the camera input to forecast 

the possible position of the clouds for the near future (e.g. 3-min later). Then compared 

with the actual position of the clouds with the forecasting. Figure 4.2 shows the result of 

cloud motion ahead 3 minutes and it proves that the clouds had move through to the sun. 

Figure 4.3 illustrates the result of cloud thickness forecast. As it can be seen, thickness 

level is represented on the image with different colours.  

 

Figure 4.2 Cloud Motion Forecasting Result 
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Figure 4.3 Cloud Thickness Forecasting Result 

        The flow chart in Figure 4.4 shows a visual representation of the whole system 

consisting of the camera and environmental sensor data, cloud mapping, determining 

sun position, and combining these data in a deep learning method which use artificial 

neural network algorithm. 
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Figure 4.4 Visual representing of the cloud motion and thickness integrated PV forecasting model 
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4.4 Heuristic Vectorized Learning Method 

      The heuristic vectorization method is defined as a problem-solving technique that 

examines and uses minimal information, past results, or relationships between data to 

produce an applicable and practical solution to a specific problem in a short time. In 

machine learning and artificial intelligence disciplines, when there is a high level of data 

flow, it is one of the primary approaches to be used when it is not practical to follow a 

step-by-step algorithm. In this article, the purpose of the Heuristic Vectorized Learning 

Method (HVLM) is to calculate the effect on the desired output by determining the rows 

and columns where other variables remain constant while one variable changes. After the 

calculations, the weight initialization process was performed, accelerating the estimation 

algorithm, resulting in its execution without loss of time.  

 

𝑓% = 𝑟%(𝑐𝑜𝑠𝑄%𝑗 + 𝑠𝑖𝑛𝑄%𝑗)																																																												(1)	

 

f1 is the vector of feature 1, i and j are the unit vectors, r1 is the magnitude and Q is the 

angle from negative axis. 

  

 

 
 

ɤ shows the values for each iteration. Q>90 means the negative slope, and in the 

negative slope, the angle Q is extracted from 90 due to the trigonometric calculation. 

f is the vector feature vectors, multiplication of environmental variables with the 

coefficients, summing all the features, the generation prediction is obtained.
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In a daily generation prediction, the vectors will be constituted from past time to the 

current time in a day. The last data point of parameters is multiplied by their particular 

vectors. To obtain also how these parameters will change in a day, a general daily form 

of each parameter will be extracted. Then, the last data points of parameters will occupy 

a vector to see where exactly they are changing. Multiplying these vectors with specified 

coefficients of them, we will also obtain the changes. 

 

Figure 4.5 C is the coefficient of each variable, and V is the environmental variables in split time 

series. 

 

4.5 HVLM Results 

 

        The model was tested by using different weight assignment techniques together with 

the Heuristic Vectorised Learning method. Weight assignments between the input layer 

and the hidden layer were assigned using the HVLM. It is tested using four other different 

assignment methods used in model testing between the hidden layer and the output layer. 

As was done in the previous tests, the average accuracy values obtained by making the 

model 100 repetitions are stated. With the HVLM, the convergence of the model has 

increased, speeding up the model for power estimation. It has greatly accelerated the 

model by taking the weight assignment load in the first layer that the model needs to 

calculate. 
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Figure 4.6 Heuristic Vectorised Learning Method- General Initialization Techniques Test Results 

 

 

Table 4.1 Test Results Of Weight Initialization Techniques 

Initialization 

Methods 

LECUN Glorot He Random 

LeCun 85.8538% 87.3865% 80.1131% 94.8394% 

Glorot 84.4629% 86.6916% 82.0226% 95.6741% 

He 81.4912% 85.0668% 83.1321% 94.8653% 

Random 74.6694% 80.7122% 68.5723% 93.6943% 
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Table 4.2 Test Results Of Heuristic Vectorized Method And Weight Initialization Techniques 

Methods LECUN Glorot He Random 

Heuristic 

Vectorized 

Learning 

95.3602% 94.5553% 94.8306% 95.7069% 

 

 

The accuracy percentages obtained as a result of the tests performed on the model are 

given in Table 4.2 As a result of the tests, the highest accuracy value of the model with 

the PV data set was obtained in the combination of Glorot and Random weighting 

assignment with a ratio of 95.6741. The Glorot weight initialization method given 

between the input and hidden layer and the random weight method given between the 

hidden layer and the output layer, when their different advantages come together, increase 

the operating performance of the model to a high degree. In addition, when an overview 

of the table is taken, the highest accuracy rates are observed when the random weight 

assignment method is given between the hidden layer and the output layer. 

 

The accuracy values obtained using the Heuristic Vectorized Learning method are 

given in Table 4.2 The test process is started by giving the weight values obtained by the 

Heuristic Vectorized method to the model between the input and the hidden layer. The 

other four weight assignment methods used in the tests are applied between the hidden 

layer and the output layer, and it is examined in which combination the model performs 

better. Compared to other assignment techniques, Heuristic Vectorized Learning method 

achieves results by eliminating problems such as faster results in the model, avoidance of 

high data usage, and gradient loss/explosion that can be encountered in assignment 

methods. As can be seen in the Table 4.3, the accuracy values obtained with the heuristic 

method have a higher accuracy rate than other weight assignment techniques and reach 

the result faster at the same workload. 
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Table 4.3 Elapsed Time Results of Weight Initialization Techniques and Heuristic Vectorized 

Method 

Initialization 

Methods 

LECUN Glorot He Random 

LeCun 3.893498 s 4.37682 s 4.32139 s 4.483223 s 

Glorot 4.475323 s 4.51739 s 4.45921 s 4.393425 s 

He 4.572191 s 4.51201 s 4.37042 s 4.465539 s 

Random 4.326623 s 4.52567 s 4.33881 s 4.309628 s 

 

A table has been presented above that indicates the duration of test results obtained 

through various weight initialization techniques, along with the Heuristic Vectorized 

Learning method. The results reveal that the Heuristic Vectorized Learning method 

outperforms conventional weight assignment techniques by providing highly accurate 

results in a comparatively shorter time. 

Various weight assignment techniques are used in the working mechanism of the 

structures used in data estimation in algorithms created in neural networks. There are 

functions for which the weight assignment techniques used are the optimum working 

range or customized. For this reason, models created in neural network disciplines are not 

always close to perfect.  

The random weight assignment method is one of the most preferred weight assignment 

methods in algorithms. It improves the symmetry breaking process and increases the 

working speed of the algorithm with its fast convergence feature. But on the other hand, 

it can cause the weights assigned in forward and backward propagation to enter the 

saturation point and the gradient to disappear in gradual descent. 

LeCun weight assignment technique, on the other hand, gives the best performance with 

the SeLU activation function, which is a customized function. LeCun weight assignment 

technique has the effects of solving the increasing variance problem and eliminating 

gradient problems. On the other hand, taking into account the input data in forward 

propagation and using it in fixed-width networks affects the efficient operation of the 

algorithm. In addition, as mentioned above, the use of LeCun weight assignment method, 

which gives the best efficiency with its customized activation function, with non-
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differentiable activation functions will cause gradient problems and negatively affect the 

operation of the algorithm. 

Another method used in the algorithm is the Xavier weight assignment method. The 

Xavier weight assignment method can eliminate the gradient dissipation/burst problems 

that will occur in forward and backward propagation. Except that, this weight assignment 

method is not used with non-differentiable activation functions like the LeCun method. 

In addition, neuron deaths in the layers can be seen during the data training phase of the 

algorithm. 

The last weight initialization method used in the test is the He method. He weights 

initialization method solves dying neuron problems to a high degree according to Xavier 

method. In addition, it eliminates the possibility of problems such as gradient 

disappearance/explosion that may occur in forward and backward propagation. On the 

contrary, using He weight initialization method with differentiable activation functions 

between layers in neural networks reduces the working performance of the model. 

The Heuristic Vectorized Learning Method is preferred to be used when processing 

high-order data among algorithms based on neural networks. This method also provides 

convenience in model building in terms of understanding and implementing. Instead of 

using random weight initialization techniques among the models established in neural 

networks, weight assignment is made by taking a small part of the data. In this way, the 

working speed of the model increases and the convergence time decreases. It adds 

flexibility to the model and increases operational efficiency. Among other weight 

initialization techniques, problems such as gradient disappearance/explosion and neuron 

death are not encountered. 

Each of the tests using weight initialization techniques was performed using 50 epochs 

and the results were recorded. Each of the tests performed using the Heuristic Vectorized 

Learning method consists of 10 epochs. The Heuristic Vectorized Learning method shows 

higher performance in a shorter time with the same data set. The Heuristic Vectorized 

Learning method applied for weight initialization between the input layer and the hidden 

layer provides fast short-term solutions to the model, allowing it to reach the result in a 

short time by avoiding high-degree descending processes for optimum weight 

initialization. In this way, it increases the convergence performance of the model. 

Moreover, unlike other weight initialization techniques, it prevents gradient 
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disappearance/burst, neuron death and increasing variance problems. Using different 

weight initialization techniques in the model created using neural networks, Heuristic 

Vectorized Learning method performs lower than the model used, it lasts faster and 

cannot achieve a stable value as a result of 100 tests on accuracy. The fluctuations in the 

accuracy values obtained when weight initialization techniques are used are high. 

Therefore, it is not correct to say that the model is a healthy result even if the average 

value is high. When looking at the Heuristic Vectorized Learning method, the observed 

fluctuations in the accuracy value of the model are less. The  

Heuristic Vectorized Learning method shows that it is more efficient than other weight 

initialization techniques, with its high performance compared to other weight 

initialization techniques and the shorter duration of the algorithm. 
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Chapter 5 

CONCLUSION AND SOCIAL IMPACT 

5.1 Conclusion 

In Chapter 1 VPP presented a comprehensive overview. PV panels highlighting and 

their significance of the research has been showed. Additionally, it delineated the study's 

research inquiries and goals, along with the approach employed to tackle these inquiries. 

In chapter 2, chapter explores the wide-ranging applications of machine learning 

(ML) in the field of power generation, particularly in photovoltaic (PV) power systems. 

ML is utilized for various purposes such as power generation predictions, cyber security, 

fault detection, and load predictions. The focus of this chapter is on fault detection in 

power systems and the implementation of a self-healing ensemble machine learning 

algorithm. The aim is to propose a cost-efficient and adaptive algorithm that can 

accurately detect faults in real-time, even in challenging scenarios.  

In chapter 3, ML applications differ from traditional computer algorithms in that 

they create specialized algorithms tailored to specific data or situations. In the field of 

power systems, researchers face numerous challenges that are well-suited for ML 

applications. Power transmission and distribution problems involve a multitude of 

variables and states, prompting the application of various solutions. This chapter focuses 

on exploring algorithms and methods that combine weak learning algorithms to create a 

robust learner through additional processes. Weak learners operate sequentially, with 

each predictor attempting to improve upon the previous results using boosting methods. 

Another approach involves combining the outcomes of weak learners through the bagging 

method. As a result, the proposed method exhibits flexibility and adaptability to structural 

changes, which are common occurrences in power systems. This method does not rely on 

signal processing or pre-processing techniques like feature selection.  

In chapter 4, Tests were made on different model algorithms prepared for power 

generation estimation using PV data sets, and the results were compared. Although weight 
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initialization techniques offer solutions to the problems that may be encountered in the 

model created based on neural networks, they do not provide as high performance and 

speed as the Heuristic Vectorized Learning method. The main starting points of weight 

assignment techniques are to provide solutions to problems that may occur in the 

algorithm such as gradient burst/disappearance, increasing variance problems. It brings 

the algorithm to the desired target by making a random weight initialization based on a 

mathematical formulation. In this process, random initialization techniques cannot reach 

a stable performance level. In the random weight initialization, it performs in the epochs, 

the neural networks can converge quickly from time to time and can perform at a high 

accuracy rate. However, in the light of repetitions, it is observed that a stable accuracy 

rate cannot be achieved when the results obtained with weight initialization techniques 

are compared, and a great decrease is observed when the accuracy value of the tests is 

averaged. The Heuristic Vectorized Learning method is used as a calculation technique 

for the weights between the input layer and the hidden layer of the model created based 

on neural networks, with minor data load, by utilizing the time intervals in the data in 

order to solve the problems quickly. Since the weight initialization made with the 

Heuristic Vectorized Learning method are created by examining the data, problems such 

as gradient burst/disappearance have been avoided, and problems resulting in the death 

of the input, hidden and output layers have not been encountered in the algorithms. As 

has been demonstrated by the tests created on the model, the Heuristic Vectorized 

Learning method can be customized on PV datasets and offers faster and higher accuracy 

than random weight initialization techniques.    

 

 

5.2 Social Impact and Future Prospect 

          Creating a machine learning algorithm with high accuracy for PV power generation 

can have significant social impacts. Here are a few potential social implications:   

1- Renewable Energy Adoption: By developing an accurate machine learning 

algorithm for PV power generation, it can help enhance the efficiency and 

reliability of renewable energy systems. This can encourage the widespread 
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adoption of solar power, reducing reliance on fossil fuels and mitigating 

environmental issues such as climate change and air pollution.  

2- Energy Cost Reduction: A precise machine learning algorithm can optimize the 

performance of PV power generation systems, leading to cost reductions in 

electricity production. This can make solar energy more affordable and accessible 

to a broader population, potentially reducing energy poverty and improving 

energy equity.  

3- Energy Security: Increased accuracy in PV power generation predictions can 

enhance energy planning and management. It allows for better forecasting of 

power generation, enabling more efficient utilization of solar energy resources 

and facilitating grid integration. This can contribute to energy security by reducing 

dependence on external energy sources and improving overall system resilience.  

4- Job Creation and Economic Growth: The development and implementation of 

advanced machine learning algorithms in the PV power sector can stimulate 

innovation, research, and development. This, in turn, can create job opportunities 

in the renewable energy industry and foster economic growth in related sectors.  

5- Environmental Benefits: High accuracy in PV power generation prediction helps 

optimize system performance, enabling better utilization of solar resources. By 

increasing the efficiency of solar energy conversion, it reduces greenhouse gas 

emissions associated with conventional energy generation, thus contributing to 

environmental preservation and a more sustainable future.  

 

It's important to note that the social impact of a new approach of the machine 

learning algorithm depends on its successful implementation and integration into 

real-world systems.  

And also creating a new way on machine learning algorithms with high accuracy for PV 

power generation holds promising future prospects. Here are some potential areas of 

impact and future prospects:   

1- Enhanced Efficiency: A new machine learning algorithm can further optimize the 

efficiency of PV power generation systems. By accurately predicting solar energy 

output, the algorithm can improve the overall performance of solar panels, 
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tracking mechanisms, and energy storage systems. This increased efficiency will 

contribute to higher power generation and improved cost-effectiveness.  

2- Grid Integration and Stability: Accurate machine learning algorithms can 

facilitate better integration of PV power into the existing energy grid. Advanced 

algorithms can help address grid stability issues by predicting power fluctuations, 

voltage variations, and reactive power requirements. This enables seamless 

integration of solar energy into the grid, reducing the need for conventional 

backup power sources and enhancing overall grid stability.  

3- Advanced Forecasting and Planning: Improved machine learning algorithms can 

offer more accurate solar power generation forecasts on different timescales. This 

enables utilities and energy planners to optimize resource allocation, plan 

maintenance schedules, and make informed decisions about grid expansion and 

energy trading. Enhanced forecasting can also support the integration of other 

renewable energy sources and improve overall energy management.  

4- Smart Energy Management Systems: Machine learning algorithms can play a 

crucial role in developing intelligent energy management systems. These systems 

can optimize the operation of PV power generation, energy storage, and 

consumption based on real-time data, demand patterns, and weather conditions. 

By dynamically adjusting energy flow and storage, such systems can maximize 

the utilization of solar energy and minimize waste.  

5- Technological Innovations: Advancements in machine learning algorithms for PV 

power generation can drive technological innovations. This includes the 

development of more efficient solar panel designs, sophisticated monitoring 

systems, and novel energy storage solutions. These innovations can contribute to 

reducing the cost of solar power systems, increasing their scalability, and 

expanding their applicability in various settings.  

 

It's important to note that the future prospects of machine learning algorithms in 

PV power generation depend on continuous research, development, and 

collaboration between academia, industry, and policymakers. Ethical 

considerations, regulatory frameworks, and addressing challenges related to data 
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availability and privacy will also play a crucial role in shaping the future of these 

algorithms. 
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