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PROJECT MANAGEMENT IN A COMPETITIVE ENVIRONMENT:
INTERDICTING A CPM BASED PROJECT AND ITS IMPLICATIONS

FATIH KASIMOGLUY* AND IBRAHIM AKGUN2

Abstract. There are two opponents in a classic network interdiction problem, network owner/defender
and interdictor/attacker. Each side has enough information about the other’s possible courses of action.
While the network user wishes to run the network in an optimal way, the attacker with the limited
resources tries to prevent the optimal operation of the network by interdicting the arcs/nodes of the
network. In this study, we investigate project management in a competitive environment using a network
interdiction approach. We assume that the project owner/manager strives to minimize the completion
time of a Critical Path Method (CPM) based project while an opponent attempts to maximize the
minimum completion time by inflicting some delays on project activities with available interdiction
resources. Considering both discrete and continuous delay times, we develop two bi-level mixed-integer
programming models for the interdictor. Using duality, we then convert the bi-level models to standard
single-level models, which are solvable through standard optimization packages. We extend these models
to find efficient solutions in terms of project completion time and interdiction resources from the
interdictor’s perspective. In this respect, we develop an algorithm to find an efficient solution set for
the interdictor. Next, from project manager’s standpoint, we discuss the earliest and latest scheduling
times of activities in case of interdiction. Finally, we apply the developed techniques in a marketing
project aiming at introducing a new product. The findings may enhance a better project management
in an environment where an opponent can adversely affect the project management process by delaying
some activities.
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1. INTRODUCTION

Typically, there are two opponents in a network interdiction problem; network user/defender and
attacker/interdictor. Network user tries to run the network in an optimal way while the interdictor attempts to
prevent the optimal operation of the network by attacking on the arcs in some certain ways using limited inter-
diction resources (e.g., aerial sorties, missiles). An interdiction model can be considered as a game played by two
players consecutively, in which each player has enough information about the other’s strategy and chooses the
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best course of action at each move. Such a successively played two-person zero-sum game is called a Stackelberg
game [41,45] and is usually modeled with bi-level linear programming (BLP) techniques. Wen and Hsu [47] and
Kalashnikov et al. [29] provide a detailed information about BLP procedure.

In this study, we address the interdiction problem in the context of project management where the network
user runs a Critical Path Method (CPM) based project while an opponent tries to disrupt the project by
extending the duration of some activities using limited resources. The project manager (PM) as the network
user is to complete the project in minimum time whereas the interdictor tries to maximize the minimum
completion time.

The study of network interdiction dates back to 1960s. Wood [52] gives a chronological evolvement of inter-
diction models. The initial studies related to the topic emerge in maximum flow problems, a well-studied area
in which interdictor tries to minimize maximum flow. In this regard, the research made by Ford and Fulkerson
[20] exploits the maximum flow-minimal cut theory. Wollmer [49, 50], Ratliff et al. [36], and Lubore et al. [31]
focus on the most important arc(s) in the network. Some other studies that provided remarkable contribution
to this area are McMasters and Mustin [34], Ghare et al. [23], Helmbold [25], and Wood [51]. Being a milestone
in the field, Wood [51] develops a more generic and flexible approach for the solution of the problem, whereas
all the other prior studies are specific to a certain application. Wood [51] formulates the problem as a bi-level
min—-max model and then transforms it into a single-stage mixed-integer programming model. Akgiin et al. [2]
generalizes the max-flow interdicton problem to multiple terminals. Cormican [16] and Cormican et al. [17] are
among the first studies presenting a stochastic version of the problem. Janjarassuk and Nakrachata [28] develops
a simulated annealing algorithm for stochastic network interdiction. Bertsimas et al. [7] introduces randomized
network interdiction problem in which interdictor uses randomness in choosing the arcs to be removed from the
network. Zhang and Fan [53] develops an interdiction model for multicommodity networks. Royset and Wood
[38] study the bi-objective version of max-flow network interdiction problem in which minimizing maximum
flow and minimizing total interdiction cost are treated as two distinct objectives.

Another category of network interdiction, which has also attracted a lot of attention, is maximizing the
shortest path in which an interdictor attacks on arcs in order to maximize the length of the shortest path.
Fulkerson and Harding [21], Golden [24], Corley and Shaw [15], Malik et al. [33], Israeli [26], and Israeli and
Wood [27] have notable contributions to the field in this respect. Rocco and Ramirez [37] use a bi-objective
approach in which maximizing shortest path and minimizing interdiction cost are two separate objectives. In a
more recent study Wei et al. [46] develops a solution procedure taking into account some threshold values for
the shortest path.

Having been studied with either a deterministic or stochastic approach, the two main streams in the literature,
network interdiction problem has found application in many other different fields. As for some interesting
examples to mention, Assimakopoulos [4] applies it in control of hospital infections, Anandalingam and Apprey
[3] in conflict resolution problems, Church et al. [14] in identifying most critical facility assets in a service/supply
system, Salmeron et al. [39,40] and Kim et al. [30] in analysis of electric grid security, Brown et al. [8] in
positioning of defensive missile interceptors, and Brown et al. [10] in defending critical infrastructure. In more
recent studies Fang et al. [19] uses the concept in water resources allocation, Camacho-Vallejo et al. [12] and
Ashtiani et al. [5] in facility location and Lusby et al. [32] in railway transportation problems. In another
notable study, Sundar et al. [43] introduces a system reliability modeling approach and considers probabilistic
generalization of the N—k failure-identification problem in power transmission networks where the goal is to
find a set of k components that maximizes system disfunction. Chestnut and Zenklusen [13] and Disser and
Matuschke [18] deal with the hardness and complexity of the problem.

Even though the literature in network interdiction is rich, the studies relating to interdiction of a project
network is very limited. Actually, we have only come by two studies in this area. Using an activity on arc
(AoA) representation for the project network, Brown et al. [9] provide an analysis on the complexity of project
interdiction models and shows that the problem is NP-hard. In another study, Brown et al. [11] develop an
interdiction model to delay an enemy‘s CPM-based nuclear weapons project and use a decomposition technique
to solve the problem. In both of these studies, discrete delay times of activities are considered and inflicted
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TABLE 1. Main contributions to the field.

Contribution Remarks

Partial interdiction The idea of partial interdiction of a project activity is introduced in
comparison with binary interdiction

Efficient solutions for interdictor An algorithm to find efficient solutions for interdictor in terms of project

completion time and resource usage is developed for the first time using
a bi-objective approach
Implications of interdiction Bringing in the Project Manager’s perspective in a project interdiction
on project scheduling problem, a new scheme for project scheduling (i.e., earliest and latest
start times of activities) and critical path has been presented
Practical CPM project interdiction  Applicable CPM project interdiction models that can be easily solved
models through standard optimization packages have been made available for
the convenience of researchers and practitioners trying to achieve a
better project management in a competitive environment

upon an activity on a binary basis. That is, an activity is either delayed for a certain amount of time or not,
a case we call binary interdiction. Partial interdiction of an activity is not considered. The interdiction models
in these studies use a single objective, which is maximizing project completion time from the interdictor’s
perspective, but do not take into account the interdictor’s effective resource usage. In this regard, there may
occur solutions that unnecessarily use more resources. Moreover, the implications of interdiction from PM’s
perspective, especially on project scheduling, are not addressed.

In this study, using an activity on node (AoN) network representation for the project network and adopting
a deterministic modeling approach, we develop two bi-level max—min interdiction models. In the first model,
we consider discrete delay times, i.e., binary interdiction case. In the second model, we investigate continuous
delay times allowing interdictor to partially delay an activity within an allowable range. We use duality in
order to convert the bi-level models into single-level models, which are solvable through standard optimization
packages. We extend both models to generate efficient solutions in terms of maximum project completion time
and minimum resource usage from interdictor’s perspective. In this respect, we present an algorithm to find an
efficient interdiction solution set. We also discuss implications of interdiction on project scheduling from PM’s
standpoint once the project is interdicted. Finally, we apply our models in a project to introduce a new product
to the market. The study fills a gap in project network interdiction introducing some new concepts and bringing
a new dimension to project management in a competitive environment as summarized in Table 1.

The remainder of the paper is organized as follows. In Section 2, we introduce the problem with the associated
assumptions and notation. In Section 3, we develop our project interdiction models. In Section 4, we extend the
interdiction models to find efficient solutions and provide an algorithm to find efficient solution sets. In Section 5,
we discuss the problem from PM‘s perspective to schedule activities in case of interdiction. In Section 6, we
provide an application and computational study for the developed models. In Section 7, we conclude the paper.

2. PROBLEM ASSUMPTIONS AND NOTATION

Suppose that there are two opponents in a project management process; namely, the PM who tries to complete
a project in minimum time and the interdictor who attempts to deliberately delay the project as much as possible
with limited total interdiction resources.

PM uses a CPM-based project network to schedule the activities of the project. Suppose that there are n
activities in the project and a standard finish-to-start relation is defined between activity ¢ and activity j.
Activity 4 is said to be an immediate predecessor of activity j and unless activity ¢is completed, activity j
cannot start. Activity 0 and activity n + 1 are dummy activities only used to denote the start and completion
of the project respectively. Time needed for activity ¢ is denoted by ¢; with the dummy activities having ¢; = 0.
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Let G = (N, A) be a directed graph denoting project network with AoN representation where N represents the
node set (activities) and A represents set of activity pairs having immediate predecessor relationship.

The interdictor has the capability to obtain information about the PM‘s project network (through intelligence
or some other means) and can interdict the project using some interdiction resources, the total of which is
denoted with R (budget).

The following Stackelberg Game assumptions apply for the problem [42,52]:

— The interdictor acts first to achieve his/her goal before the project starts.
— The game is played in a sequential manner.
— Each time, players choose their optimal courses of action.

Throughout the study the notation that we use in general is as follows.

Indices and sets
1,7 Activities 0,1,2,...,(n+1).
N Node set (activities).
A Arc set (activity pairs having immediate predecessor relationship) {(0,1),(0,2),...,(n,n +1)}.

Parameters
t;  Time needed for activity .
d; Delay time inflicted on activity ¢ by interdictor.
r;  Resource needed by interdictor to delay activity q.
77 Resource needed by interdictor to delay activity 4 by one-unit time.
d; Allowable delay upper bound for activity .
R Total interdiction resource available.

Decision variables
Sq Start time for activity ¢ (for project manager).
Yi Binary variable for interdictor (1 if activity i is interdicted; 0 otherwise).
Yl Amount of delay time to inflict on activity ¢ by interdictor.
w;; Dual variable associated with arc (i — j).

3. FORMULATING CPM-BASED PROJECT INTERDICTION MODELS

In formulation of our models we consider two main cases for the interdictor, one with discrete delay times
and the other with continuous delay times. In the former case, the interdictor either inflicts a certain delay
time, d;, on activity 4 or not, thus we call this case as also binary interdiction case. The resource needed (cost)
to inflict d; on activity ¢ is denoted by 7;.

In the latter one, activity delay times are continuous and the interdictor has the opportunity to partially delay
an activity up to an upper delay bound, d;, designated for each activity i. How much an activity is delayed
is a variable depending on the amount of resource allocated for this purpose. The relationship between the
interdiction resource usage and the activity times is linear. As an example we depict this kind of relationship
in Figure 1. The interdictor does not pay any cost if he/she decides not to delay an activity but pays a linearly
increasing price in accordance with the length of delay that he/she wants to impose on an activity.

Let 7} be the amount of resource needed (cost) to inflict one-unit delay on activity i. We introduce following
parameters to describe r; more formally.

— TN; : normal activity time for activity .

— TI, : activity time when maximum interdiction (delay) is inflicted on activity 4.

— d; : upper bound of delay for activity i (d; = TI; — TN;).

— CNI; : normal cost of activity 4 for interdictor (this value is normally 0, since the interdictor does not pay
anything if he chooses not to delay the activity and allows its completion in a normal way).

— CI; : the cost of maximally interdicting activity ¢ for interdictor.
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FIGURE 1. Relationship between interdiction cost and activity times.

Thus, v, = (C; — CNI;)/(TI; — TN;), which gives actually the slope in Figure 1.

Note that a similar type of relationship (i.e., a linearly decreasing one) is used in well-known project crashing,
in which PM tries to expedite the process by paying additional cost to complete an activity in a shorter time.

In this regard, our purpose is to develop interdiction models to find out interdictor‘s best course of action for
both of our cases. In doing that, we first give the PM‘s model to find minimum project completion time and
then build up associated interdiction models.

3.1. PM’s CPM-based model to find minimum project completion time and its dual

Let s; be the decision variable that indicates the start time of activity 2. The PM is to solve the following
linear programming CPM model, LPCPM, to find the minimum project completion time and the start time of
each activity .

Model LPCPM: PM’s CPM model to find minimum project completion time

Min s,,41 (3.1)
ijsizti V(Z,j) GA wij
5> 0 Vi (3.3)

In LPCPM, objective function (3.1) minimizes the project completion time denoted by s,41. In other words,
it finds the earliest possible time to finish the project. Constraints (3.2) define the relationship between the activ-
ities having immediate predecessor relationship. That is, activity j can only start after activity ¢ is completed.
Constraints (3.3) define decision variables.

Defining w;; as the dual variable associated with constraint set (3.2), we give the dual model of the LPCM,

D-LPCPM.
Model D-LPCPM: The dual model of LPCPM

Max Z tiwij (34)
(i,9)eA
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Soowi— > wig <0 i (n+1) (3.5)

jl@i.5)eA jl@i.5)eA
Yo wip<l  i=(n+1) (3.6)
Jl(i,5)eA

In D-LPCPM, objective function (3.4) gives the project completion time. Constraints (3.5) and (3.6) are dual
constraints associated with the primal decision variabless;. Constraints (3.7) define dual variables.

It is known that the dual of a project network model is equivalent to the longest path network model (Ahuja
et al. [1], pp. 733, 734). The objective function (3.4) is just the length of longest (critical) path. Even though
wj; is defined as a positive real variable, it takes the value of 1 or 0. By definition, the value of a dual variable
gives the rate of change in the objective function value when the associated right-hand-side value in the primal
model is increased one unit (Bazaraa et al. [6], pp. 266, 267). Thus, when we increase a right-hand-side value by
one unit in constraints (3.2), the associated w;; value will be either 1 or 0 depending on whether it is on critical
path or not. That is, by increasing the right-hand-side value by one unit in constraints (3.2), we increase the
duration of an activity either on the critical path or on a non-critical path. Adding one unit to the length of
the critical path, means increasing the objective function value by one, whereas adding one unit to the length
of a non-critical path does not change the objective function value.

3.2. Interdictor’s models

The interdictor’s problem can be formulated as a bi-level programming model. In this section, we first develop
bi-level, max—min type interdiction models for both binary and partial interdiction cases and then convert the
models to single-level models by using duality and variable transformations.

3.2.1. Interdiction with discrete delay times

Defining y; as the binary decision variable of the interdictor (1 if activity 4 is interdicted; 0 otherwise), the
interdictor’s bi-level model for discrete delay times, CPMI-DDT, can be given as follows.

Model BI-CPMI-DDT: Bi-level CPM-based interdiction model with discrete delay times

M Min s, 3.8
ax Min s,y (3.8)
Sj — i >t + d;y; v (Z,]) cA Wi (39)

s; >0 Vi (3.10)

where

Q= {y lyi € {0,1} Vi, rmy; < R} : (3.11)
K3

In BI-CPMI-DDT, the inner part belongs to PM, whereas the outer model belongs to the interdictor. In the
objective function (3.8), PM tries to minimize project completion time, s,1, while the interdictor attempts to
maximize it with his/her decision plan, vector y. Note that vector y is a combination of y;’s, which is a subset of
set of all possible courses of action, €2, defined by (3.11). (3.11) consists of y;’s that satisfy interdiction resource
constraint, » . r;y; < R. Constraints (3.9) require that a delay d; be imposed on the activity duration if the
activity is interdicted.

In BI-CPMI-DDT, the interdictor searches for a combination of y;’s that solve the model optimally. Theo-
retically, this is possible if we define all the possible combinations of y;’s and choose the best one among them.
However, this means to solve a model with n activities around 2™ times, which is hardly possible even for
projects with reasonable number of activities. In this regard, next we present how the model can be converted
into a model solvable through off-the-shelf software.
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We can transform the model BI-CPMI-DDT into an integer programming (IP) model using an approach
similar to that of Wood [51]. Let w;; be the dual variable corresponding to the constraints (3.9). Fixing y;’s
in BI-CPMI-DDT and then taking the dual of the inner model, we obtain the following non-linear max-max
model, which is essentially a maximization model.

Model NLP-CPMI-DDT: Non-linear CPM-based interdiction model with discrete delay times

Max Max (tz + dzyz) W4 (312)
yi€Q
(4,4)EA
S wi— > wi; <0 i#(n+1) (3.13)
jli.3)eA jl(i.4)eA
Y owp<l o i=(n+1) (3.14)
jli.3)eA

where

Q= {yi lyi €{0,1} Vi, Zriyi < R}- (3.16)

NLP-CPMI-DDT is a nonlinear MIP model, which is difficult to solve due to nonlinear objective function
(3.12). However, it can be linearized by using the observation that the variables w;; take only values of 0 and 1.

Let v;; = y;w;;. Because y; and w;; are both binary variables, v;; is also a binary variable. If either y; or w;;
takes the value of 0, v;; is 0. When both y; and w;; takes the value of 1, v;; is 1. This situation can be expressed
by the following constraints.

Vig < Yi Vi, j (3.17)
Yij < Wiy Vi, j (3.18)
Yij = (Wi +wi; — 1) Vi, j (3.19)

By setting ;; = y;w;; and adding constraints (3.17)—(3.19), we obtain the following IP model, CPMI-DDT.
Model CPMI-DDT: CPM-based interdiction model with discrete delay times

Max Y (tiwij +divij) - (3.20)
(LJ)EA
In addition to (3.17)—(3.19),
Yowii— Y, wy <0 i# (n41) (3.21)

ilG.5)eA JlE,g)eA

> wi<1 i=(n+1) (3.22)

JlG,5)eA
> ryi <R (3.23)

w;; € {0,1} Vi, g (3.24

yie{0,1} Vi (3.25

v €{0,1} Vi j. (3.26

In CPMI-DDT, linearized objective function (3.20) is still the project completion time. Constraints (3.21

and (3.22) are the dual constraints. Constraint (3.23) defines the total amount of resource the interdictor has
for interdiction. Constraints (3.24)—(3.26) define decision variables.

)
)
)
)
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3.2.2. Interdiction with continuous delay times

Defining y; as the decision variable of the interdictor indicating the amount of delay time to inflict on activity
i, the interdictor’s bi-level model for continuous delay times, BI-CPMI-CDT, can be given as follows.

Model BI-CPMI-CDT: Bi-level CPM-based interdiction model with continuous delay times

Max Min s,,41 (3.27)
Yy EQ
;>0 Vi (3.29)
where
0= {yg ly, >0 Vi, Zréy%SR,ygngi}. (3.30)

BI-CPMI-CDT is similar to BI-CPMI-DDT except that the interdiction variable y; is defined as a continu-
ous variable. In the objective function (3.27), PM tries to minimize project completion time, s,41, while the
interdictor attempts to maximize it with his/her decision plan, vector y’. ¥y’ is a combination of y.’s, which
is a subset of interdictor’s decision space  defined by (3.30). In (3.30), bounded by an upper limit d;, y, has
to satisfy interdiction resource constraint . riy; < R. Note also that y; in constraints (3.28) exists as the
associated partial delay added to the normal time of an activity i(TN;).

We can convert the bi-level max—min model into a single-level model by using an approach similar to the one
in Section 3.2.1. Fixing v/ in (3.28) and then taking the dual of the inner model, we get the following model.

Model NLP-CPMI-CDT: Non-linear CPM-based interdiction model with continuous delay times

%géc Max Z (TN; + y) wi; (3.31)
(i,.3)€EA

Z wj; — Z wi; <0 i#(n+1) (3.32)

il(ig)eA ilGig)eA
> wip<i i=(n+1) (3.33)

il(ig)eA
wi; > 0 Y (i,j) € A (3.34)

where

Q= {yi | y; > Vi, » _riyi < Ry < diV z} : (3.35)

The resulting NLP-CPMI-CDT is a nonlinear model and can be linearized as follows.

Let 7;; = yjw;;. Remember that w;; only takes the value of 0 or 1. Thus, when w;; takes the value of 0,
7vij is 0. When w;; takes the value of 1, ;; is equal to y;. In the latter case, since the objective function is
maximization, v;; has to be as big as possible. M being a big positive number, the mentioned situation can be
described by constraints (3.36) and (3.37).

Yij < v Vi, 7. (3.37)

By setting v;; = y,w;; and adding constraints (3.36) and (3.37), we obtain the following MIP model.
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Model CPMI-CDT: CPM-based interdiction model with continuous delay times

(i,J)€A

In addition to (3.36) and (3.37),

Y owi— > wy <0 i# (n+1) (3.39)

il(i.g)ea il(i.g)ea
> wip<i i=(n+1) (3.40)
il(i.g)ea
> riyi<R (3.41)
yi < d; Vi (3.42)
yi >0 Vi (3.43)
Yij > 0 Vi, j (3.44)
wi; € {0,1} Vi, j. (3.45)

In CPMI-CDT, linearized objective function (3.38) gives the maximum project completion time in case of
interdiction. Constraints (3.39) and (3.40) are dual constraints obtained after fixing ¥} in (3.28). Constraint
(3.41) limits total interdiction resource available to the interdictor. Constraints (3.42) set an upper bound on
the possible delay for each activity. Constraints (3.43)—(3.45) define decision variables.

Remember that the dual of CPM model is equivalent to longest path model. In both interdiction models
CPM-DDT and CPM-CDT, what is done is essentially finding longest path, the length of which is the project
completion time. However, note that arc lengths do not have fixed values as they are variables. Thus, the

problem turns out to finding the longest path after some activities are delayed for an amount of time to be
decided.

4. EFFICIENT SOLUTIONS FOR INTERDICTION MODELS: A BI-OBJECTIVE APPROACH

The proposed interdiction models CPMI-DDT and CPMI-CDT may produce solutions in which the interdic-
tion resources are unnecessarily used. Having minimum project completion times as the single objective, these
models do not take into account efficient resource usage. As long as the associated resource constraints (3.23)
and (3.41) are satisfied, the models may end up with any feasible amount of resource usage, which may result
in wasting the interdiction resources. To get over this deficiency, we adopt a bi-objective approach from the
interdictor’s perspective and extend the models CPMI-DDT and CPMI-CDT to guarantee efficient solutions
for the interdictor in terms of project completion time and resource usage.

To extend CPMI-DDT, we introduce objective function (4.1) that represents the total amount of resource
used by the interdictor.

Min Z r;y; = Max — Z Y- (4.1)

The interdictor is to maximize both objective functions (3.20) and (4.1) simultaneously. We can prioritize
(weight) and combine (3.20) and (4.1) to get a single objective function (Winston [48], pp. 194-197) as given
in (4.2).

Max Z (tiwij + di'}’ij) —€ Z TiYi (42)
(i.j)eA i
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In (4.2), € is an arbitrarily small positive number to describe resource usage as a second prioritized objective.
In this regard, after project completion time is maximized, the resource usage is minimized. In fact, a similar
approach is commonly used to find earliest and latest start time of activities for PM.

The resulting model to find efficient solutions, E-CPMI-DDT, can be stated as follows.

Model E-CPMI-DDT: CPM-based interdiction model with discrete delay times to find efficient
solutions

Objective function (4.2)
Constraints (3.17)—(3.19), (3.21)—(3.26).
Similarly, to extend CPMI-CDT, we introduce the objective function (4.3) to minimize total resource usage.

Min Z riyl = Max — Z riyh. (4.3)

This time the interdictor is to maximize the objective functions (3.38) and (4.3) simultaneously. The combined
objective function is given in (4.4).

Max Z (TN;w;; + i) — € Z riy’ (4.4)
(i,7)€A i

The resulting efficient solution model, E-CPMI-CDT, follows next.

Model E-CPMI-CDT: CPM-based interdiction model with continuous delay times for efficient
solutions

Objective function (4.4)

Constraints (3.36) and (3.37), (3.39)—(3.45).

Efficient solution models obtained in this section, E-CPMI-DDT and E-CPMI-CDT can be considered as
more generalized versions of models obtained in Section 3, CPMI-DDT and CPMI-CDT respectively and are
superior to them in that they provide an efficient solution.

In multiple objective decision making, an efficient (or pareto-optimal) solution is a solution in which no
improvement is possible in an objective without inflicting a disimprovement (deterioration) in one or more
other objectives (Tabucanon [44], pp. 10-13). E-CPMI-DDT and E-CPMI-CDT guarantee an efficient solution
from the interdictor‘s perspective in terms of resource usage and project completion time. However, each model
only gives one single efficient solution in accordance with the designated total interdiction resource R. It would
be beneficial for the interdictor to know the effect of more or less interdiction resource on the project completion
time and thus to figure out efficient solution set. The following algorithm to find an efficient interdiction solution
set, EISS, achieves this.

Algorithm EISS: Efficient interdiction solution set finding algorithm

Ar : Increment of interdiction resource at each iteration.

Tter : Number of iterations (1,2,3, ...).

RRiter : Total amount of interdiction resource used at each iteration.

S(n+1,iter) - Project completion time at each iteration.

S Siter : Solution set obtained at each iteration, SSiter = {(RRo, S(n+1,0)) U (RR1,8(n41,1)) U .}
Start : Read the data belonging to model E-CPMI-DDT/E-CPMI-CDT

iter = 0, R = 0, Ar = a reasonable integer number defined by user,
S Siter @7 S(n41,iter) = 0
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Step-1 : Solve E-CPMI-DDT/E-CPMI-CDT
RRiter = Y, miy; (applies for E-CPMI-DDT)
RRiter = Y, riy; (applies for E-CPMI-CDT)
Step-2  : If 5,41 = S(n+1,iter) then go to end (Step-4).
S(n+1,iter) = Sn+1
SSiter = SSiter U (RRitera S(n+1,itcr))
Step-3 : R=R+ Ar
iter = iter + 1
go to Step-1.
Step-4 : End

Algorithm EISS solves E-CPMI-DDT/E-CPMI-CDT iteratively. At each iteration, R is incremented by Ar.
The algorithm terminates when there is no improvement in the project completion time even though the
interdiction resource is increased by Ar. It allows us to see the relationship between project completion time
and interdiction cost and hence gives a better idea about the worst and best case scenarios as well as the
intermediate ones related to the completion time of the project.

So far, the problem is addressed from the interdictor’s perspective. PM may also use the results to find critical
activities that requires specific attention in case of interdiction aiming to increase his/her situational awareness
and take necessary precautions. In the next section, we specifically address a need for PM, how to schedule the
activities in case of interdiction.

5. EARLIEST START TIMES (ESTS)/LATEST START TIMES (LSTS) OF ACTIVITIES IN CASE
OF INTERDICTION

Once the project is interdicted, the project completion time gets longer and the activity scheduling times
need to be calculated accordingly. From a scheduling perspective, it is important to find the earliest and latest
start times of the activities. This provides flexibility to the PM in planning project activities. Earliest start
time (EST) of an activity is the soonest time an activity can be started depending on the completion of its
predecessors. Likewise, latest start time (LST) of an activity is the latest time an activity can be started without
causing a delay in the minimum project completion time. The difference between EST and LST of an activity is
called a slack. PM can schedule an activity between EST and LST without causing a delay in minimum project
completion time. However, there is no slack time for an activity on a critical path, which means that associated
EST/LST values and activity start times (s;) are equal to each other (Meredith and Mantel [35], pp. 396-399).
Thus, an activity on a critical path has to start exactly on s; obtained through LPCPM so that the project
finalizes in minimum completion time.

We can find ESTs and LSTs by solving LPCPM-EST and LPCPM-LST obtained by replacing the objective
function (3.1) in LPCPM with (5.1) and (5.2), respectively, which is commonly used in project scheduling. ¢ is
an arbitrarily small positive number as before. The given structure first guarantees minimum project completion
time and then finds ESTs/LSTs.

Model LPCPM-EST: PM’s CPM model to find ESTs

Min Sn+1 —|—€ZSZ (51)

Along with the constraints (3.2) and (3.3).
Model LPCPM-LST: PM’s CPM model to find LSTs

Min s, — ¢ Z Si. (5.2)

Along with the constraints (3.2) and (3.3).
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The aforementioned models can also be used to find earliest and latest times of the activities when the
project is interdicted. However, as given in (5.3) and (5.4), activity times need to be updated in accordance
with the best decision plan of interdictor, vector y*/vector y'*, obtained through models CPMI-DDT/CPMI-
CDT respectively.

ti =ti + diy; Vi (5.3)
TN; = TN; + y/* Vi, (5.4)

Having made these adjustments and using LPCPM-EST/LPCPM-LST, PM can find ESTs/LSTs to plan
project activities as well as the new critical path in case of interdiction.

6. APPLICATION AND COMPUTATIONAL STUDY

In this section, we present an application in a marketing project and then give a computational study for
projects in different sizes (i.e., different number of activities).

6.1. Application in a marketing project

6.1.1. Problem setting

A company decides to initiate a project in order to introduce a new product in marketplace in a competitive
environment. The project activities, activity durations, and immediate predecessor relationships are given in
Table 2. AoN representation of the network is given in Figure 2.

It is a common practice in business that the project activities are undertaken by some subcontractors in
accordance with an agreement made between the subcontractor and the company that owns the project as it is
the case in our problem. It is also a fact that a new product in the market means sharing the market with other
companies and loss in revenues of the rival companies already at the stage marketing the same kind of product.

It is quite possible that a cunning rival company might try to delay any such project as much as possible
with its available resources in an effort to keep its own profit at the highest level. The rival can achieve this
by manipulating the process with either an overt or covert agreement with the subcontractors taking part in
the project activities so that the subcontractors do not fulfill their commitments with respect to the project
on time and a delay is incurred. Even though for a subcontractor this means a failure in commitment to the
project, it is not an unusual course of action in a competitive environment as long as the money offered by the
rival is satisfactory enough and the punishment in case of not fulfilling the project commitment is affordable.

We describe five cases for our application. Case 0 is the one in which there is no interdiction. Cases 1-3 are
interdiction cases in which the interdictor has the opportunity to delay the project with discrete delay times.

TABLE 2. Details of a project for marketing a new product.

Immediate Duration

Activity predecessor  (in weeks)
a(1)-Designing the product - 7
b(2)-Market research - 10
c¢(3)-Define appropriate store sites b 7
d(4)-Produce prototype a 8
e(5)-Supply raw material a 6

£(6)-Set up for mass production e 5
g(7)-Delivering the product to stores c, d, f 10
h(8)-Advertising campaign for the product e 11
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FI1GURE 2. AoN representation of the project for marketing a new product.

TABLE 3. Adversary‘s data for 3 interdiction cases with discrete delay times.

Activity  Delay/Interdiction (in weeks) Resource needed for
(ds) Delay /Interdiction (r;)
Case-1 Case-2 Case-3 Case-1 Case-2 Case-3

a(1) 1 1 1 1 1 1

b(2) 1 3 3 1 1 5

c(3) 1 2 2 1 1 3

d(4) 1 1 4 1 2

e(5) 1 1 1 1 1 4

£(6) 1 1 2 1 1 3

g(7) 1 1 3 1 1 2

h(8) 1 1 6 1 1 5
Total amount of resource
5 5 15

CPMI-DDT/E-CPMI-DDT is used to solve these cases. Case 4 is the case in which the interdictor delays the
project with continuous delay times. CPMI-CDT/E-CPMI-CDT is used to solve Case 4.

Table 3 provides data for Cases 1-3 with different d; and/or r; values. Notice that d; and r; values are 1 for
all activities in Case 1. In Case 2, d; values are slightly different from those of Case 1 while r; values remain
the same as in Case 1. In Case 3, d; and/or r; values are remarkably different from those in Cases 1 and 2. The
total amount of resource is 5 units in Cases 1 and 2 while it is 15 units in Case 3.

The associated data for Case 4 is given in Table 4. Note that Case 4 is an adaptation of Case 3 to partial
interdiction occasion.

We £ = 0,01. in all cases. The models are run on a PCith 1.8 GHz Intel Core 2 Duo processor and 2 GB of
RAM by using GAMS/CPLEX Version 10 [22].
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TABLE 4. Adversary’s data for interdiction with continuous delay times (Case 4).

Activity Normal time Interdicted time  Interdicted cost  Unit interdiction cost
(in weeks) (TN;) (in weeks) (TL;)  (CL;) (r; = %7_0%\11\15)

a(1) 7 8 1 1

b(2) 10 13 5 1.66

c(3) 7 9 3 1.5

d(4) 8 12 2 05

e(5) 6 7 4 4

£(6) 5 7 3 1.5

g(7) 10 13 2 0.66

h(8) 11 17 5 0.83

Notes. *CNI;

—~

normal cost of activity ¢ for interdictor) is 0.

TABLE 5. Results for binary interdiction through CPMI-DDT.

Project completion Activities interdicted  Critical path Total interdiction
time (in weeks) (yi =1) resource used
Case 0 28 - s—a—e—f—g—t -
Case 1 32 a—ef-g s—a—e—f-g-t 4
Case 2 33 b—c—eg s—b—c—g—t 4

6.1.2. Binary and Partial Interdiction of the Marketing Project

The results for Cases 0 through 2 are given in Table 5. In Case 0 (no interdiction), the project is completed
in 28 weeks with the critical path of a—e—f-g. In Case 1, the project is extended 4 more weeks resulting with
a completion time of 32 weeks and 4 units of interdiction resource. Activities a, e, f, and g are chosen for
interdiction, which means that each one of these activities are delayed by 1 week (associated d;. values are 1 in
Tab. 3). Observe that the critical path in Case 1 is the same as the one in Case 0. That is, in Case 1, interdiction
occurs on the original critical path of the project. Since the activities have no advantage on each other in terms
of delay and interdiction resource usage, it is natural that original critical path is selected for interdiction in
this particular case. On the other hand, in Case 2, project completion time is 33 weeks and the interdicted
activities are b, ¢, e, and g. In this case, resulting critical path s—b—c—g-t chosen for interdiction is different
from that of Case 0. The reason w this path is selected lies in the fact that it provides a better interdiction
opportunity than all the other paths including the original critical path. Observe that, in Case 2, activity b
and c are promising for interdiction since the associated delay times (d;). are relatively high. So, how much an
activity can be delayed and the resource needed for the delay, are critical factors in deciding the activities or
the path to interdict.

Note that activity e appears as an interdicted one in Case 2 even though it does not exist on the new critical
path s-b-c-g-t resulting from interdiction. In fact, whether activity e is interdicted or not, the maximum project
completion time will be 33 weeks as long as the other activities in the solution, i.e., b, ¢, and g, are interdicted.
This is because the activities b, ¢, and g exist on the emerged critical path after interdiction whereas activity
e does not. The interdiction of activity e, which does not influence the project completion time in this case,
is only a waste of resources. The model CPMI-DDT (CPMI-CDT as well) guarantees maximum interdicted
project completion time but not the most efficient usage of interdiction resources. This deficiency is addressed
in Section 6.1.3 by using E-CPMI-DDT.
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FIGURE 3. Results of CPMI-DDT and CPMI-CDT.

The results for Cases 3 and 4 are summarized in Figure 3. Note that the results for Cases 3 and 4 are
obtained by solving CPM-DDT and CPM-CDT, respectively. Figure 3 indicates that the results of CPM-CDT
are the same or better than those of CPM-DDT in terms of project completion time for the same level of
interdiction resource. For example, for R = 9, the completion times for CPM-DDT and CPM-CDT are 34 and
34.75, respectively. By allowing partial interdiction, average delay in project completion time is increased from
4.36 to 4.64 weeks with an improvement of 6.42%.

6.1.3. Efficient interdiction solutions

As discussed earlier, models CPMI-DDT and CPMI-CDT do not consider optimal resource usage and do not
necessarily produce efficient solutions. In this regard, we now use E-CPMI-DDT to get efficient solutions for
Case 3.

Choosing Ar = 1, we apply algorithm EISS to find efficient solutions. Figure 4 depicts the associated efficient
and non-efficient solutions obtained through E-CPMI-DDT and CPMI-DDT, respectively. In Figure 4, efficient
solutions are represented by filled circles and non-efficient solutions by blank ones. E-CPMI-DDT only generates
efficient solutions eliminating those that are non-efficient, whereas CPMI-DDT generates both efficient and non-
efficient solutions as seen in Figure 4. As an example, to extend project completion time from 28 up to 34 we
need a minimum resource of 6, which is guaranteed by E-CI-DDT. However, it is quite possible to get alternative
solutions for the same project completion time using more resources (i.e., 7-9) when we use CPMI-DDT as seen
in Figure 4. Observe also that the project can be extended up to 35 weeks, for which the interdiction resource
used is 10.
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F1GURE 4. Comparison of results through CPMI-DDT and E-CPMI-DDT.

6.1.4. ESTs/LSTs in Case of interdiction

Updating t; values after interdiction as discussed in Section 5 for Case 1 and 2 as an example and then using
LPCPM-EST and LPCPM-LST, we obtain ESTs and LSTs given in Table 6.

Notice that the highlighted ESTs and LSTs are equal to each other for an activity in each case. These
activities are the ones on the critical path. The critical path in Case 1 (s—a—e—f-g—t) is the same as in Case 0.
However, ESTs/LSTs in Table 6 in Case 1 differ substantially from those in Case 0. In Case 2, critical path
(s—b—c—g—t) is different from that in Case 0. There is a noticeable difference between ESTs/LSTs of Case 2 and
Case 0.

6.2. Computational study

The models developed in our study are similar to each other when we consider the factors having influence
on computational complexity, such as types and numbers of constraints/variables in the models. Our goal in
this section is to have an idea about the performance of our models in different-size projects. We cose model
E-CPMI-DDT and generate data for projects in different sizes.

We set d; = 1 and r; = 1 for an activity . We randomly assign activity times from a uniformly distributed
interval [5,10].

Depending on the amount of total interdiction resources R at hand and the number of project activities, we
come up with the solutions given in Table 7 through model E-CPMI-DDT. Note that even for a project with
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TABLE 6. Early start times (ESTs)/ Latest start times (LSTs) of activities.

Case 0 Case 1 Case 2
s(0) 0 0 0 0 0 0
a(l) 0 0 0 0 0 3
b(2) 0 1 0 4 0 0
c(3) 10 11 10 14 13 13
d(4) 7 10 8 13 7 14
e(5) 7 7 8 8 7 10
£(6) 13 13 15 15 14 17
g(7) 18 18 21 21 22 22
h(8) 13 17 15 21 14 22
%(9) 28 28 32 32 33 33

TABLE 7. Computational study results (E-CPMI-DDT).

Total interdiction resource

R=5 R =20
Number of Nodes/ Solution time  Project completion Solution time  Project completion
Activities (n) (s) time (Weeks) (s) time (Weeks)
10 0.047 32 0.042 32
20 0.120 60 0.107 62
40 0.147 117 0.114 128
60 0.161 173 0.144 188
80 0.109 229 0.125 244
100 0.112 285 0.110 300
120 0.121 341 0.126 356
140 0.134 397 0.146 412
160 0.136 453 0.147 468
180 0.121 509 0.162 524
200 0.129 565 0.154 580

200 activities, which is a good size for a project, the solution has been obtained within a second. The project
completion time for the project having 200 activities turns out to be 565 when there is a 5-unit interdiction
resource available, whereas it extends to 580 when the mentioned resource is 20.

Figure 5 shows the project completion times against different number of nodes (activities) for R = 5 and
R = 20. Tt is clearly seen that with more interdiction resources (R = 20) we get longer project completion times
compared to les resource case (R = 5). That is why the line associated with R = 20 is above that of R = 5.

7. CONCLUSIONS

In this study, we have analyzed the interdiction of a basic CPM-based project network. We have considered
two interdiction cases with limited interdiction resources in which delay times are either discrete or continuous. In
the former, the interdictor either inflicts some specific delay on an activity or not. In the latter, the interdictor
has the chance to partially delay an activity within an allowable range. For both cases, we have developed
interdiction models, CPMI-DDT and CPMI-CDT, respectively. In doing that, we have first introduced bi-level
interdiction models and then converted them into standard MIP/IP models by means of duality. The results
indicate that depending on the resources and the possible delay times to inflict upon an activity, the interdiction
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FIGURE 5. Project completion time against number of nodes.

might or might not happen on the original critical path of the project network. The model for continuous delay
times (CPMI-CDT) allow the interdictor to obtain better solutions in terms of project completion time with
the same amount of resource.

As the original models do not take into account the effective resource usage for the interdictor, we have
extended them to find efficient solutions with respect to completion time and interdiction resource usage. E-
CPMI-DDT and E-CPMI-CDT enable interdictor a more efficient resource usage because they eliminate the
potential non-efficient solutions of the original models CPMI-DDT and CPMI-CDT, respectively. In order to
have a better idea about the relationship between project completion time and interdiction resources, we have
also developed the algorithm EISS to find efficient interdiction solution set.

We have shown how to find the ESTs and LSTs from the PM’s perspective and thus provided a scheme for
scheduling activities in case of interdiction.
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The proposed models and algorithms have been applied in a problem setting where an interdictor tries to delay
a project of a rival company to introduce a new product. The results put forward critical information for both
the interdictor and PM to determine their possible courses of action in a competitive environment. Specifically,
interdictor has the chance to define his/her best interdiction strategy to delay an adversary’s project. He/She
can choose the to-be-delayed activities among many others with an efficient resource usage in order to maximize
project completion time. On the other hand, PM may use the obtained results to be more vigilant about the
critical activities since the original critical path may change in case of interdiction. He/She can schedule the
project activities more robustly in the light of the obtained information for a possible interdiction scenario so
that the associated project completion time is minimized. The worst case for PM in which the project might
be maximally delayed is also unveiled.

Finally, to figure out the performance of our models, we use different size projects increasing the number of
activities up to 200. The results indicate that the solution is achievable within seconds for a reasonably large
project having 200 activities

Further research is needed to investigate the applicability of the concepts and approaches proposed in this
study in different project scheduling models such as crashed projects or resource-constrained projects. Research
is also needed to develop new solution methodologies (e.g., decomposition methods) that can be used for the
problems (e.g., discrete project network models) where the concept of duality does not work to convert the
bi-level models into single-level models. Another future study having potential to contribute to the field would
be adopting a stochastic approach and using system reliability modeling concepts to identify the failure risk of
a project due to a deliberate intervention based on some probabilistic activity delays.
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